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BIULETYN POLSKIEGO TOWARZYSTWA JEZYKOZNAWCZEGO, zeszyt XXVIII

JERZY KURYLOWICZ

Podstawowe kategorie morfologiczne

Wydaje sie, ze wspélne cechy jezykéw naturalnych, co sie tyezy
zasobu i hierarchii ich kategorii gramatycznych, moga by¢ ustalone je-
dynie na drodze empirycznej, poniewaz jezykoznawstwo jest naukg empi-
ryczng. Z drugiej strony potoczna definicja jezyka, jako narzedzia komu-
nikacji, od razu zakresla krag badania. To, co jest wspélne jezykom,
wynika¢ powinno przede wszystkim z modelu komunikacji, z méwigeym
i interlokutorem w okre§lonym miejscu i czasie.

Orientacja miejscowa i czasowa méwiacego opiera sie 0 wspélrzedne
przecinajace si¢ w punkcie hic (ego), tj. tu, gdzie jestem ja, teraz, gdy
mowie. Stosunek ja do tutaj, bedacych jakby okrefleniem tego samego
miejsca, wymaga blizszego rozpatrzenia. W obrebie zaimka osobowego
mamy opozycje trojkows ja, ty, on, przy czym 3. o0s. reprezentowana
moze byé przez zaimek wskazujacy lub jakikolwiek rzeczownik. Pozosta-
wiajge na boku rodzaj gramatyczny stwierdzamy, ze opozycja on: ja, ty
jest opozycja neutralny do osobowy, poniewaz tzw. 3. 0s. moze wska-
zywaé na osobe lub przedmiot (nieosobowy), za$ 1. i 2. os. wskazuja wy-
Iacznie na osobe. Jesli ograniczy¢ sie do on osobowego, to gléwng o repre-
zentuje przeciwstawno$§é miedzy 3. os. i 1. 0s. (on : ja), za§ ty moze byé
w pewnych kontekstach zastapione przez 3. os., por. niem. Sie, wl. Lei,
W starszej niemeczyznie er zam. du w stosunku do podwladnyech i stuzby 1.
W stosunku do pierwszej druga osoba odgrywa role tzw. czlonu negatyw-
nego opozycji:
f n (neutr.)

0
ty (neg.) ja (poz.), jedyna osoba méwigca

1 Co innego jest oczywiscie uzycie 3. os. zamiast 1. os. w takich wypadkach,
jak odpuéé sluge Twego w pokoju, gdzie mamy zastapienie zaimka przez rzeczowniks
ktéry z koniecznofci jest gramatycznie (chociaz nie semantycznie) ekwiwalentem 3. os.
Ewolucja znaczeniowa moze jednak spowodowaé przejécie takiego rzeczownika w za-
imek, por. perskie banda, dzi§ obok starego man zaimek 1. os. 1. poj., etymologicznie
‘niewolnik’.

1*
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W ten sposob 1. os. przeciwstawia sie 2. i°'3. 0s. jako nacechowana.
Wizgledna bliskosé 2. i 3. os. wynika dalej z faktu, ze nalezace do 1. os.
tu i ten maja we wielu jezykach, jako odpowiedniki wspélne dla 2. i 3. os.,
tam i tamten. Ale istnieja tez jezyki, w ktérych przyporzgdkowane 83
trzy odr¢bne grupy elementéw demonstratywnych (zaréwno zaimkéw,
jak i przystéwkow zaimkowych) trzem zaimkom osobowym, np. w lacinie
hie, iste, ille (hic, istice, illic), i podobnie jest w hiszpanskim Tub w ormianskim.

Okoliczno$é, ze (pomijajac wspomniane juz, sytuacyjnie uwarunko-
wane, uzycie 3. os. zamiast 2. 0s., jak w jezyku niemieckim lub wloskim)
jezyk zasadniczo odréznia trzy osoby, za§ odpowiednia lokalizacja za
pomocy przystowkéw zaimkowyeh lub zaimkéw demonstratywnych moze
byé zredukowana do dwéch czlonéw, wykazuje nadrzedno§é wskazania
osoby (ego) w stosunku do lokalizacji (hic). Ze wskazania osoby wynika
lokalizacja, nie odwrotnie. Wspélrzedne sytuacji méwienia przecinajy sie
wige przede wszystkim w punkeie ego i nune, nie hic i1 nunc.

Jakie kongekwencje wynikaja dla struktury jezyka z powyzszego
ukiadu oséb i odpowiadajacej im lokalizacji? Odbija si¢ on na rodzaju
gramatycznym (w znaczeniu klasyfikacji rzeczownikdw), na liczbie,
‘na paradygmacie fleksyjnym.

1) Z opozycji ja, ty do on nieosobowego wynika plzemwatawnosé
rzeczownikow nieosobowych i osobowych jako podstawa wszystkich sy-
stemow klas ezy rodzajoéw gramatycznych. W angielskim opozyecja zaimkow
who i what pozwala podzielié rzeczowniki na dwie grupy, osobowe i nie-
osobowe. Podzial wedlug plei, oddawany przez zaimki he, she, (it) podpo-
rzadkowany jest poprzedniemu. Kategoria rodzaju gramatycznego, nie
posiadajaca niemal zadnych wykladnikéow afiksalnych w rzeczowniku

" angielgkim 2, istnieje w tym jezyku dzieki klamrze, jakg dysponuje w opo-
zycji zaimkowej who : what, a w obrebie who : he i she 3. Dowodem tego
poslugiwanie sig¢ bezpoéledme zalmkaml dla oznaczania plei zwierzgt:
he-bear, she-bear itp. ;

W jezyku perskim, gdzie brak odréznienia miedzy on, ona, ono, 1stmeJe

jednak podstawowa opozycja ke : ée ("kto’ : ‘co’).
: To samo mozna powiedzie¢ o polskim ZXto : co jako podstawowej
opozycji. Natomiast odrdznienie on, ona, ono dyktowane jest czefciowo
przez ple¢ oznaczonej osoby (czasem zwierzecia), W przewazajacej mierze
przez forme dzwiekows rzeczownika i jego fleksje. Jednak jezyk polski
wyréznia rodzaj mesko-osobowy i mesko-zywotny, z ktérych pierwszy
podpada pod ,kto“ (uczyt studenta, studentéw), drugi pod ,co“ (poluje
sna dzika, na dziki).

? Abstrahujac od wyjatkéw jak przyrostek -ess w countess, baroness itp., ktéry

jest. zreszta pozyeczks.
3 Pomijajac okreélone wypadki, w ktérych he, she odnosza sie do nieosobowych.
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Dalsza rozbudowa opozycji osobowy : nieosobowy (klasy zy-
wotnogci, plei, wieku, wielkogci przedmiotéw itd.) jest rezultatem proce-
s0w slowotwoérezyceh i zréznicowania formalnego, jakie stad wynika. Pod-
stawg klasyfikacji pozostaje opozycja kto (odpowiednik do ja, ty i pewnych
rzeczownikéw) : co (odpowiednik do wszystkich innyeh rzeczownikéw).

Na jedno jeszcze nalezy zwrécié uwage. Wbrew nomenklaturze
osobowy : nieosobowy nacechowany jest czlon nieosobowy tej opo-
zycji. Wynika to z zasiegéw. Osobowe obejmuja ja, ty i czesé zasiegu on,
nieosobowe . tylko cze§é zasiegu on. Z charakteru nienacechowanego, czyli
nadrzednego, osobowych wynika antropocentryzm jezyka. Nie mogae
wechodzié w szezegdly przytoeze dla przykladu tylko ewolucje sufikséw
nomen agentis, stajacych sie sufiksami nomen instrumenti (por. lac. -for
w jezykach romanskich, -tnp w grece, -er w angielskim, -acz w polskim itd.)
lub szerzenie sie meskiego gen.-ace. sing. z osobowych na zZywotne a poz-
niej i niezywotne w jezyku polskim.

2) Jak daleko siegaja wstecz reflektory rekonstrukeji lingwistyeznej,
state odnawianie form liczby mnogiej rzeczownika z collectivam ({ab-
stractum) zdaje sie byé zjawiskiem powszechnym. Ze znanych nowszych
przykladéw wymienmy typ lidcie w polskim, druzsja w rosyjskim, perskg
liczbe mnogg na -ha, ormiariskg na -kh, arabski pluralis fractus itd.
Z indoeuropejskiego przytoczyé mozna plur. neutrius na -a, pierwotnie
collectivum rodzaju zenskiego, czego konsekwencja jest istniejaca do dzi§
identyeznosé koncowek wyrazoéw, jak pola-i reka. Chodzi wige o kategorie
pierwotnie sfowotwoéreza i jej gramatykalizacje, tj. przejscie w kategorie
fleksyjna. Z elementarng sytuacja moéwienia nie ma to wiee nic wspdolnego.
Jedli natomiast przyjrzymy sie funkeji lieczby mnogiej, ujawni nam sie
wplyw elementéw deiktycznych, mianowicie zaimkéw osobowych.

Liczba mnoga rzeczownika ma obok funkeji podstawowej, ktoéra
nazwaé¢ by mozna ,matematyezng® (tj. funkeji oznaczania okreSlonej
lub nieokreglonej liczby oséb lub przedmiotéw tej samej klasy) takze
tzw. funkecje eliptyczng. Pluralis eliptyezny oznacza osoby grupujace
sig obok jednej jezykowo uprzywilejowanej, od ktorej nazwy czy imienia
tworzy sie liczbe mnoga (wzgl. podwdjna) oznaczajacg i innych osobnikéw,
np. rodzice, ojce w znaczeniu ‘rodzice’, czyli “ojciec’ + “matka’. Podobnie
hiszp. padres = padre + madre. Jozefowie = “Jozef z zongy’, gr. Alavre
(dualis) = Alug 4 Telxpos (a nie ‘dwaj Ajaksi’). Ot6z stosunek liczby mno-
giej (matematycznej) do liczby mnogiej eliptycznej jest taki sam, jak oni
(osobowe) do my lub wy. Mianowicie my to ja - ty [+ on (osobowe)], wy = ty
-+ on (osobowe)... Zaimki my, wy odpowiadaja dokladnie funkeji pluralu
eliptycznego u rzeczownika. Fakt, iz liczba -mnoga (,matematyczna®)
rzeczownikéw osobowych moze byé uzyta eliptycznie, thumaczy sie prze-
ciwstawnoscia ja/my do osobowego onfoni. Nacisk schematu zaimko-
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wego na rzeczownik §wiadezy o tym, Ze elementy deiktyczne ze swa
podwdjng formg liczby mnogiej dominuja nad rzeczownikiem.

3) Podobny stan rzeczy konstatujemy we fleksji przypadkowej.
Pod przypadkami konkretnymi (w przeciwienstwie do gramatycznych)
rozumiemy te formy rzeczownikowe czy to syntetyczne (z konecéwkami
deklinacyjnymi), ezy tez analityczne (zwroty przyimkowe), ktore syntak-
tyeznie pelniag funkecje okreflenn przystowkowych, a précz tego, w zalez-
noéci od kontekstu, moga podlegaé rekeji, czyli skladni rzadu. Np. pisaé
czyms$ (oldwkiem): narzednik w funkeji konkretnej (okreslenia przystow-
kowego); rozporzqdzaé czyms (pieniqdzmi): narzednik rzadzony (konoto-
wany) przez czasownik rozporzqdzad “. :

Nie o odréznienie przypadkéw konkretnych i gramatyeznych chodzi
nam jednak tutaj, lecz o tzw. lokalistyczng teorie przypadkéw. Wedlug
niej formy przypadkowe sa z pochodzenia swego okre§leniami prze-
strzennymi, przy czym dla przypadkéw konkretnych (jak locativus,
ablativus, instrumentalis) pochodzenie to latwiej stwierdzié anizeli dla
przypadkéw gramatycznych (jak accusativus lub genetivus). Ale i w osta-
tnim wypadku jezyki analityczne, np. angielski lub jezyki romanskie,
wskazujg na lokalne pochodzenie genetivu (ang. of, rom. de), a nawet
biernika, np. hiszp. quiere al hermano “kocha brata’, rum. iubeste pe frate,
co prawda na poeczatku z rzeczownikami osobowymi.

Analiza podstawowego modelu moéwienia przemawia na korzy§é
teorii lokalistycznej. Zasadnicza role odgrywaja tu, podobnie jak w po-
przednich wypadkach, elementy zaimkowe: tu, dotad, stqd, tedy i odpo-
wiedniki interrogatywne: gdzie? dokad?, skad?, kedy? (ktoredy?). System
tych elementéw jest, zaleznie od jezyka, bardziej lub mniej rozbudo-
wany. Por.

pol. tu, stqd ale lac. hic, hiic, hinc
tam, stamiqd istic, istic, istine
illie, illie, lline

gdzie, dokqd, skaqd ubi, quo, unde

Ot6z ten system demonstratywno-interrogatywny dominuje nad
nominalnym. Tam, gdzie rzeczownik ma jedynie forme przypadkows,
zaimek ma wybor miedzy formg przypadkows a przyslowkiem odzaimko-
wym. Np. 1) mieszka w lesie i ma szczescie w kartach (pytanie bedzie w pierw-
szym wypadku gdzie?, w drugim wypadku w czym?); 2) idzie do lasu (do-
kad?), nie ma zaufania do samolotéw (do czego?); 3) wraca z lasu (skqd?),

¢ Odwrotnie, przypadek gramatyczny jest w pierwszej linii rzadzony, w drugiej
Iinii ma znaczenie okre§lenia przysléwkowego, wige biernik jako przypadek przedmiotu
blizszego konotowany przez czasownik przechodni (np. preypomniat sobie te dni) i sekun-
darnie, np. jako okreflenie przysléwkowe dla oznaczenia trwania (maszerowal trzy dni).
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Jjest zadowolony z pracy (z czego?); 4) idzie lasem (kidredy?), pisze oldw-
kiem (czym?).

Paradygmat elementéw demonstratywno-interrogatywnych jest wiec
jak gdyby podwdéjny w stosunku do nominalnego:

paradygmat pronominalny paradygmat nominalny
gdzie : w czym tw:w tym w lesie (locativus), w kartach
dokad : do czego dotad : do tego do lasu (adlativus), do samolotu
skad : z czego stad : z tego z lasu (ablativus), z pracy
k(tor)edy : czym tedy : tym lasem (instrumentalis), ofdwkiem

Paradygmat nominalny jest zredukowany w stosunku do pronomi-
nalnego. Termin ,paradygmat“ jest tu oczywidcie uzyty w znaczeniu
specjalnym: obejmuje nie tylko formy przypadkowe wzgl. odpowiadajace
im zwroty przyimkowe, ale i takie przyslowki zaimkowe, ktérym odpo-
wiadaja przypadki nominalne.

Paradygmat nominalny jest wiec w znacznej mierze redukejg pro-
nominalnego, rozréznienie znaczen lokalnych i nielokalnyeh (przenosnych)
W pronomen jest zneutralizowane w paradygmacie nominalnym. Dla
odréznienia ich musimy sie uciec do zaimka stawiajac pytania: gdzie
czy w czym; dokqd czy do czego; itd.

Odnawianie form przypadkowych rzeczownika celem nadania im
znaczenia lokalnego jest wynikiem nacisku systemu deiktycznego, gdzie
znaczenie to jest — by si¢ tak wyrazié — w stanie czystym utrzymane.

A oto pare przykladéw na presje elementéw deiktycznych na dekli-
nacje rzeczownikows. W wedyckim istnialy przystéwki zaimkowe o zna-
czeniu lokatywnym z sufiksem -#r@, np. td-tra ‘tutaj’, ami-tra ‘tam’,
yd-tra ‘gdzie’ (od zaimka wzglednego), asma-trd “u nas’ i inne. Poniewaz
locativus rzeczownikowy rozwingt, podobnie jak w innych jezykach,
znaczenia sekundarne, nielokalne, zalezne od kontekstu, wiee celem do-
bitnego podkreglenia funkeji lokatywnej przeniesiono sporadycznie to -tr@
i do rzeczownikéw, np. martiya-trd “wiréd ludzi® (‘tam, gdzie sg ludzie’)
W przeciwienistwie do mdrtiyesu (loc. pl.), ktére obok znaczenia lokatyw-
nego moze mie¢ i inne, uwarunkowane kontekstem.

Inny przyklad to wplyw przystéwkéw zaimkowych na -tgs (o zna-
czeniu ablatywnym), jak fd-tas ‘stad’, ami-tas ‘stamtad’, yd-tas ‘skad’
(od zaimka wzglednego) itd. na fleksje rzeczownikows. Tu réwniez dla
podkreslenia warto$ei przestrzennej przypadku rzeczownikowego zaczeto
w st.-indyjskim zastepowaé konedwke -at tematéw na -a- przez -a-tds.
Np. maikhat “z ust’ moglo mieé¢ obok przestrzennego i inne, uwarunkowane
kontekstem, znaczenia, ale mukhatds mialo jedynie znaczenie przestrzenne.
Pézniej koncowka ta, pod formg -ao, stala sie ogélnym wykladnikiem
wartosci ablatywnej w prakrycie.
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Widaé na pierwszy rzut oka, co w podanych przykladach umozli-
wilo realizacje tego nacisku zaimka na nomen. Formy, jak tdtra, amiitra,
ydtra, czy tez tdtas, amiitas, ydtas s3 derywatami zbudowanymi na
temacie zaimkéw ta-, amu-, ya-. Stad tez mozna bylo do tematu jak devd-
dorobi¢ proporcjonalnie deva-itrd, do tematu mikha- derywat mukha-
tdas itp.:

ta- : td-tra (td-tas) = devd-(miukha-) : deva-trd (mukha-tds)

W jezyku polskim zadna regula stowotworeza nie prowadzi od ten
do tu, (s)tqd, lub od kto do gdzie, (s)kqd.

Tak jak réznica miedzy tac. istic ("tam, gdzie jestes ty’) i illic (“tam,
gdzie jest on’) jest — jak widzieliSmy — w wielu jezykach zniesiona,
podobnie réznica miedzy gdzie i doked. Por. franc. o allez-vous?, ang.
where are you going?, podezas gdy w polskim gdzie idziesz jest juz mozliwe
obok starszego dokqd idziesz; natomiast niem. wohin (nie wo) gehst du,
ros. kuda (nie gde) idé§ sa obowiazkowe. Przeciwnie, opozycja gdzie : skaqd
‘nie moze byé zniesiona, podobnie jak nie moze byé zniesiona opozycja
tu * tam. :

Wobec tego konstatujemy i u rzeczownika mozliwo§é synkretyzmu
wartosei lokatywnej i docelowej (adlatywnej). Franc. je vais a Paris, en
France jak je vis & Paris, en France (& i en 53 tzw. 2alomorfami, uwarunko-
wanymi znaczeniem rzeczownika, raz nazwy miasta, drugi raz nazwy
kraju).

Précz tego nalezy podkreflié, ze oznaczanie relacji przestrzennych
w stosunku do przedmiotéw jest przesunigciem punktu zerowego wspolrzed-
nych ego-nune. Albowiem okre§lenia przestrzenne, jak na przodzie, do
przodu, z przodu, w gorze, w gore, z gory, po prawej, w prawo, z prawej itp.
oznaczaja same przez sie pozycje w stosunku do moéwiacego, o ile
wiafnie nie ma przesuniecia punktu zerowego z ja do jakiego§ przedmiotu
zewnetrznego. To samo dotyezy i takich opozycji, jak wyjéé : wejsc,
Pajsé : przyjsé, fr. monter : descendre itd. Orientacja przestrzenna jest
per se egocentryczna. :

4) Jefli chodzi o czasownik, to jak wiadomo, w obrebie elementéw
deiktycznych nie ma on odpowiednikéw (w przeciwienstwie do rzeczow-
nika, przymiotnika czy przystéwka). Wyjasnienie tego stanu rzeczy jest
proste. Formy podstawowe koniugacji, mianowicie formy czasownika
osobowego, zawieraja same w swym znaczeniu skladniki deiktyczne i to
dwojakiego rodzaju: ja, ty, my, wy, i teraz, wtedy, wyrazane badz synte-
tycznie, badz analitycznie:

cantd : canlds = ego : tu (czy hic : istic)
cant@bam : cantd = tunc : nunc

Tutaj nalezy wzigé¢ pod rozwage opozycje nunc : tunc fundowang przez

»
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moment méwienia. Moment mdéwienia jest punktem zerowym obejmowa-
nym przez tzw. czas terazniejszy (praesens), mogacy rozeciagad sie dowolnie

w lewo i w prawo od tego punktu (w przeszlo§é i przyszto§é fizykalng). -
Odwrotnie, tzw. czas przeszly (praeteritum) i tzw. czas przyszly (futurum)

reprezentujag punkty objete nieskoriczonoscia przeszlosci wzgl. przy-

szlodei fizykalnej.

Wazny jest, z punktu widzenia teorii jezykoznawezej, brak symetrii
miedzy czasem przesztym i przysztym (symetrii istniejacej dla czasu
rozpatrywanego z punktu widzenia fizykalnego). Czas semantyczny nie
przedstawia si¢ tak jak fizykalna wspélrzedna czasu. Opozyecja nune :
tunc (terazniejszog¢é : przeszlodé) jest w jezyku obowiazkowa, nie
jest nig réznica terazniejszofé:przyszlodé. Wiele jezykéw nie ma
lub nie mialo (np. germariski, slowiarnski, semicki) odrebnej formy czasu
przyszlego, bedgcego jedynie wariantem kontekstowym czasu te-
raZniejszego.

Stwierdzié¢ natomiast nalezy, ze we wszystkich jezykach, w miare
jak pozwala wniogskowaé historia i rekonstrukeja, zaréwno ezas przeszly,
jak i przyszly pochodzg z przewartosciowania formy czasu terazniejszego.
Jak wiadomo, czas przeszly polski (pisal, napisal) jest pierwotnie orzecze-
niem zdania nominalnego, z uzyciem sp6jki (w 1. 2. osobie) w czasie teraz-
niejszym, a z pochodzenia jest przymiotnikiem odczasownikowym na -lo-.
Czasy przeszle ,analityczne“, jak j’ai éerit, I have written, ich habe ge-
schrieben lub je swis venu, ich bin gekommen maja jako wartodé etymolo-
giczng stan (lub rezultat) wynikajacy z czynnodci. Takie formy, jak
I wrote, ich schrieb wyprowadzajg sie w koricu z indoeur. perfectum, ktére —
jak wiemy z greki i indoiranskiego — oznaczalo pierwotnie stan teraz-
niejszy (wynikajaey z czynnosci). To samo mozna powiedzieé o tzw. per-
fectum semickim typu arab. gatala, gatila, jak §wiadezy o tym forma
tzw. statywu (ezy permansivum) w akadyjskim.

Rozwdj znaczeniowy daje si¢ tu przefledzié w jezykach zach. -euro-
pejskich. Ze znaczenia stanu rozwija sie¢ naprzéd konotowane przezen
znaczenie czynnofci stan ten poprzedzajacej. Poniewaz sam stan istnieje
W momencie méwienia, wiec wywolujaca go czynno$é musi poprzedzad
moment moéwienia. Stad rozwija sie znaczenie czynnofci przeszlej w sto-
sunku do szeroko pojetego czasu terazniejszego (a nie tylko momentu méowie-
nia), por. ang. I have written today, this week, this year w przeciwienstwie do
I wrote yesterday, last week, last year itd. Ostatecznie odno$na forma staje
sie po prostu wykladnikiem czynnofei przeszlej jak pol.-niem. ich habe
geschrieben. Podobnie we francuskim, podezas gdy tzw. francuszczyzna
klasyezna, analogicznie jak angielski, osiagnela dopiero etap przedostatni.

Ze stanu terazniejszego wynika, ze powodujaca go czynnosé lezy
w przeszlo§ei. Podobny rozwéj znaczeniowy wykazuja formy, jak franc.
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je wiens d’écrire, j'achéve d’écrire: je§li w momencie méwienia czynno§é
wlagnie sie koneczy, to rozwéj jej moment ten poprzedza.

To samo konstatujemy w wypadku czasu przysziego. Podstawg
futurum indoeuropejskiego byla forma dezyderatywna, tj. oznaczajaca
cheé czynnofei. Jesli cheé czynnogei przypada na moment méwienia, to
sama czynno§é nastapi¢ moze dopiero po tym momencie, tj. jest czyn-
nofeig przyszla. Por. uzycie w serbo-ch. czasownika ,chcie¢", w ang. cza-
sownika positkowego will dla tworzenia futurum. I inne czasowniki po-
sitkowe, np. oznaczajace przymus, obowigzek, mogg byé w takiej funkeji
uzyte, np. ang. shall, rom. (scribere) habeo, ukr. pysatymu (= pisati img).
Takze formy typu pol. bede pisal, niem. ich werde schreiben (= ich werde
schreibend) reprezentuja starszy czas terazniejszy, poniewaz zaréwno
pol. bede, jak niem. ich werde majy pierwotne znaczenie ‘staje sie (pi-
szacym)’.

Ozasy gramatyczne wyprowadzaja si¢ wiec z interpretacji okrelen
stanow fizykalnych wzgl. psychicznych ze stanowiska momentu mo-
wienia (numnc).

Wspomniana juz wyzej asymetrycznosé praeteritum i futurum w sto-
sunku do praesens, asymetrycznosé polegajaca na czestym braku odrebnej
formy dla futurum (ktére w takim wypadku jest jedynie kontekstowo
uwarunkowanym wariantem praesens) znajduje swe uzasadnienie w odreb-
no$ci ich genezy. Podczas gdy ze stanu fizykalnego wynika (wzgledna)
pewno§é co do czynnofei przeszlej, ktora stan ten wywolata, to z checi
lub przymusu czynno$ci (u osoby dzialajgcej) nie wynika przekonanie
moéwigcego, ze czynno$é ta nastapi, lecz jedynie, ze moze nastapié. Stad
na pét modalny, a tylko na pét temporalny charakter futurum. Praesens
‘wraz z praeteritum reprezentuja realnogé, futurum czesciowo ewentualnogé.

b) Jakie wniogki nasuwaja sie w zwigzku z przedstawionym tu
stosunkiem elementéw deiktycznych do okre§lonych Kategorii grama-
tyceznych?

Wydaje sie, ze nastepujace zaimki i ich przystowki odgrywaja klu-
czowg role w konstytuowaniu tych kategoryj: zaimki osobowe, demon-
stratywne (gléwnie przysléwki zaimkowe miejsca i czasu) oraz stojace
w fcistym zwiazku z nimi zaimki i przyslowki pytajne.

Opozycja ja, ty : on (a takze kto : co) jest podstawa przeciwstawnosei
osobowy : nieosobowy, czyli klasyfikacji rzeczownikéw.

Opozycja my (wy) : oni konstytuuje kategorie liczby w jej formie
najwazniejszej, liczby mnogiej ,matematycznej“.

Przystowki zaimkowe miejsca konstytuuja kategorie przypadkow
lokalnych. '

Tkwigce w czasowniku osobowym elementy zaimkowe konstytuuja
kategorig czasu gramatycznego.
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Waznym szezegélem jest przy tym asymetrycznodé pewnych relacji,
jaka nieraz uchodzi uwagi badacza:

1. on 1. gdzie 1. praes.

gt 4
3.ty 2. ja 3. dokqd 2. skqd 3. fut. 2. praet.

Whszedzie istnieje mozliwo§é neutralizacji réznicy jezykowej miedzy
1. i 3. Neutralizacja ta wskazuje na zasade hierarchii, a nie symetrii
jako istotnej cechy systemu jezykowego.

Punktem widzenia wzgl. oceny przedmiotéw, stanéw itd. sg dla
moéwigcego wymienione elementy deiktyczne jako podstawa zaklasyfiko-
wania. Przedmioty sq osobami (jak ja i ty) Iub nieosobowe. Zbiory przed-
miotéw moga mieé¢ charakter matematyczny (jak ont) Iub eliptyczny
(jak my i wy). Stosunki przestrzenne przedmiotéw, oddawane przez przy-
padki lokalne, sa kopia stosunkéw przestrzennych oddawanych przez
tu, dotqd, stqd. Czasy gramatyczne tlumacza sie interpretacja stanow
fizykalnych lub psychicznych z punktu widzenia teraz (tj. momentu
mowienia).

Jesli elementy deiktyczne sa gestami wskazujgcymi dZiwie-
kiem, to niewatpliwie naleza one do najstarszego pokladu systemu jezy-
kowego. Ale nie tylko nie moga one by¢ z jezyka wyrugowane, lecz prze-
ciwnie 83 jego czedcig integralng, szkieletem modelu komunikacji jezyko-
wej, ksztaltujac pewne podstawowe kategorie i ich regeneracje (odnawia-
nie). Odnawianie podstawowych kategorii gramatycznych jest mozliwe
dzigki odwolaniu sie do elementow deiktycznych konstytuujgeych sy-
tuacje moéwienia. Mozna sobie oczywiScie wyobrazi¢ teksty obchodzace
sie bez nich (np. rozprawe lub wyklad naukowy z dziedziny matematyki
czy logistyki), ale w wypadkach takich chodzié¢ bedzie jedynie o redukeje
modelu podstawowego.

LES CATEGORIES MORPHOLOGIQUES FONDAMENTALES

Résumé

Ce qui est commun & toutes les langues c’est la situation dans laquelle on les
parle, partout la méme. Car cette situation représente le point zéro (ego ou hic : nunc)
de coordonnées spatiale et temporelle.

Les éléments déictiques, & savoir les pronoms personnels, démonstratifs et
interrogatifs, jouent un réle fondamental dans la constitution de certaines catégories
morpho-sémantiques, qu’ils dominent, comme le , genre” (= classe nominale), le nombre,
les cas nominaux, les temps verbaux. Les différents systémes de classes nominales ne
sont que des spécialisations plus ou moins élaborées, de I'opposition personnel : im-
personnel inhérente & quis : quid. La différence entre le pluriel (duel) ,mathématique
et le pluriel (duel) ,elliptique“ est préfigurée dans la relation entre 4lli et nos (ou vos).
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Au systéme de cas locaux du nom correspond un double systéme pronominal, p. ex.
ow? : @ quit (neutralisé dans il va d Uécole, il parle aw maitre), d'ou? : de qui (quoi)}
(neutralisé dans il vient de Uécole, il parle du maitre, de Vécole) ete. Par conséquent le
systéme de cas nominaux n’est qu'une réduction de différences exprimées par les éléments
déictiques.

Le contenu du verbe personnel comprend deux séries de ,sémes® déictiques, -
d’une part ego : tw : ille (personnes), d’autre part nune : tunc (temps). Dans la mesure
ot une reconstruction est possible et dans beaucoup de cas directement attestés, les
formes de prétérit ou de futur continuent d’anciens présents, c.-a-d. des formes verbales
qui se rapportent au moment de parler (nunc).
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Notes de conjugaison I.

1. La valeur du présent thématique en i.-e. 2. La désinence védique -ma de la
1re p. pl. 3. Le vocalisme du présent radical en hittite. 4. La voyelle thématique a de
got. mimada(u) ete. 5. Les verbes grecs en -bo.

1. La valeur du présent thématique en i.-e.

Dans un article qui a fait date (BSL 33, 1932, p. b 88q.) le regretté
Louis Renou a posé, en identifiant 1la voyelle thématique de v. ind. bhdvati
avec celle du subjonctif kdrati, une catégorie verbale primitive & valeur
mi-modale, un ,éventuel thématique“, dont les deux types historiques
attestés mne représenteraient, au moms en partie, que des spéciali-
sations.

Ce qui exige un examen attentif c’est justement le caractére
soit-disant mi-modal de cette formation primitive en a (i.-e. efo).
Or & une date beaucoup plus tardive le slave a développé une catégorie
verbale dont 'ambiguité sémantique ressemble & celle de la flexion théma-
tique en v. ind. et en i.-e. Seulement en slave on a I’avantage de pouvoir
en indiquer Porigine et en définir le statut & intérieur du systéme de la
conjugaison.

Les durafifs (imperfectifs) en -ajp, dérivés surtout de verbes & préfixes
et comportant 'allongement du vocalisme radical, 8’y opposaient comme
membres marqués ou positifs aux verbes-bases correspondants (membres
neutres), p. ex. u-murg — u-miraj) ou ss-metp — ss-métajo. La durativité
du type en -ajo contrastait avec le contenu sémantique du verbe-base,
lequel n’était pas homogéne. Les valeurs spéciales du type ssmeto attestées
dans les langues slaves sont le résultat de polarisation sémantique:
samétajo — semetp (direction inverse i celle de la dérivation).

11 faut surtout tenir compte du fait que ssmetp était neutre non seule-
ment quant au mode d’action (,,Aktionsart“), mais méme en ce qui con-
cerne le temps grammatical. Privé par semétajo du sens duratif, ssmetp
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réunissait tous les sens non-duratifs du présent, p. ex. présent général
ou présent historique. Ensuite, une variante sémantique combinatoire
qui lui était propre ¢'éfait, tout comme en germanique, le sens de futur.
La valeur ,présent actuel (duratif)® de ssmétajo a rétréci ssmetg surtout
au sens 1) de présent général, 2) de futur. Tandis que le polonais ou le
Tosse Yen Hennent en principe & 2), en serbe moderne le type samete ne
peut s’employer que dans des phrases de caractére général ou avec la
valeur de présent historique. Cf. Meillet-Vaillant Le slave commun, p. 284;
Vaillant Manuel du v. slave I, p. 325"

Un autre paralléle utile est fourni par 'histoire de 'anglais. La forme
,progressive® ou ,continue® he is smoking, qui a remplacé he smokes dans
la fonction durative, est au point de vue de hiérarchie grammaticale un
dérivé de he smokes. Or au prétérit la polarisation sémantique de he smoked
par rapport & he was smoking permet de discerner dans he smoked deux
sémes différents: ,ponctualité® (he smoked a cigarette en face de he was
smoking a cigarette) et phabitude® (e.g. my father smoked).

On se demande si dans ces conditions on peut établir la valenr primi-
tive de ssmetp ou d’une forme comme he smoked par rapport a ssméiajo
et he was smoking, respectivement. La réponse sera négative puisque la
valeur morphologique ne s’établit que par I'opposition sémantique de la
forme fondée par rapport & la forme-base. Or samet@, he smoked sont des
formes-bases (de semétajo, he was smoking) et par conséquent immotivées 2.
La polarisation met en Iumiére les variantes combinatoires de la forme-
base. Le développement ultérieur consiste & sélectionner et & grammati-
caliser une de ces variantes, dans le cas qui nous occupe soit présent général
(action habituelle, potentielle) soit futur. La grammaticalisation de la
variante sémantique privilégide fait tomber les autres en désuétude.

Ces observations sont applicables au probléme de lorigine du type
v. ind. bhdvati/kdrati. 1

Le présent radical constituait en i.-e. la base de dérivation de thémes
verbaux variés: en -é/d- (type v. ind. tuddti), -ié/o-, -ské/d-, & redoublement,
& infixe nasal, etc. Au moment de leur création ces présents étaient dura-
tifs et servaient & désigner une action qui se déroule au moment de parler.

1 La spécialisation subséquente (p. ex. généralisation de la valeur ,futur®) a ren-
versé la hiérarchie morphologique. En russe ou en polonais ¢’est le type semeto qui est
sémantiquement fondé sur semétajg (imperfectif — perfectif). La polarisation fonction-
nelle de sametq n’a été partiellement accompagnée d’une polarisation de structure mor-
phologique qu’a une date postérieure, cf. The Inflectional Categories of I.-E., p. 100 sq.:
propagation de -ngti comme suffixe perfectif.

2 Le fait que de son cOté semetg s’oppose & metg, et I smoked & I smoke, n’est pas
pertinent puisqu’il n’est ici question que de leur rapport avec ssmétajg et I was smoking,
respectivement.
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La durativité pouvait concerner un secteur privilégié de 'action, cf. les
présents inchoatifs ou terminatifs.

Or la polarisation du rapport présents radicaux : présents caractérisés
conduisait a:

. présents en -é/6-, -ié[d-, -ské/é-, & redoublement, infixe etc.
présents radicaux

v

Elle restreignait la zone sémantique du présent radical & certaines
fonctions non-duratives, v. infra. En méme temps elle était accompagnée
d’une polarisation de structure, rendue possible par l'affinité structu-
rale du type en -é/d- et du type radical. Par rapport & l'oxytonése des
thémes- -eRTé[o- 2 le -eRT- du type radical était monosyllabique et offrait
une neutralisation du contraste oxzytonése : barytonése. IL’opposition
oxyton : newtre a ¢été polarisée en owxyton : baryton, d’ou -éRTefo-
a la place de -eRT- 4.

La forme -éRTejo- s’opposait au présent en -é/6- et & tout autre
présent caractérisé. Etant batie sur la racine de ces présents (p. ex.
krnéti : kdrati) elle pouvait aussi étre tirée de présents radicaux athémati-
ques qui se sont conservés faute d’une opposition aux présents caractérisés
(p. ex. v. ind. dsti : dsati).

La forme polarisée -éRTe/o-, le prototype de v. ind. bhdvati/kdrati,
réunissait certains sens non-duratifs. A en juger par les paralléles cités
plus haut en méme temps que par les données historiques la fonction
de subjonctif (-futur) de -éRTe/o- (opposé aux formes athématiques carac-
tériseés) peut étre considére comme certaine 5,

3 R = sonante ou semi-voyelle, T = occlusive, s ou laryngale. Minuscules
(p. ex. t) = désinences. Pour simplifier les choses on fait ici abstraction de la partie
initiale (explosive) de la racine. La partie finale -eRT n’est du reste propre qu’aux ra-
cines développées, c.-a-d. les racines lourdes. !

4 L’oxytoneése de certaines formes du paradigme (formes faibles), due & des dé-
sinences déterminées (-me, -te ete.) caractérisait la flexion et non pas le théme. Il est
du reste possible que la mobilité flexionnelle a été propre aussi au type en -¢/d-, p. ex.
" 3¢ p. sing. -eRTé-t : 1 p. pl. -eRT-mé. C’est ce que nous fait supposer la comparaison
avec v.ind. kzué-t : kypu-md et avec les autres types athématiques & infixe.

L’opposition entre le type tuddti et le type radical aboutit d’une part au con-
traste -eRTé-s, -eRTé-t, *-eRTé-te : -eRT-s, -eRT-t, *-éRT-te, d’autre part au contraste
*-eBTé-m, *-eRTé-me, -eRTé-nt: -¢éRT-m, *-éRT-me, -éRT-pi. La polarisation (par
rapport & -é-m, -é-me, -é-nt) change les désinences -, e, -}t en -om, -ome, -ont. Cf. Idg.
Gramm. II, p. 271 sq.

Le rapport tuddti (degré zéro de la syllabe radicale, degré plein du suffixe thé-
matique) & bhdvati (degré plein de la racine et du suffixe) rappelle, au point de vue
phonique, le rapport anglais reedrd : récord ete. avee la méme répartition d’accents et
de degrés vocaliques.

8 L’addition de -¢/o- au théme (kr-ndv-a-ti & la place de kdr-a-ti) ainsi que le cumul
de -¢/o- du théme avec le -¢/o- du subjonctif (d’olt -¢/- au subjonctif des verbes thémas-
tiques) représentent un développement postérieur.
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Mais une variante sémantique qui a pu se maintenir pendant quelque
temps c’était le sens de présent non-duratif, général ou exprimant I’habi-
- tude, Paction potentielle ete. Appelons cette variante, fante de pouveir
la préciser, par le terme sommaire présent général. C'est la qu’il faut
chercher Torigine de la classe bhdvati du v. ind. et déja de Vindo-européen.
Dans la plupart des cas le sens primitif s’est perdu de bonne heure faute
d’opposition au présent caractérisé.

Délimiter les deux groupes de présents bhdwvaii, la couche ancienne
a fonction sémantique dont on vient de parler, et la conche récente due
an remplacement mécanique de la flexion radicale athématique par
la thématique ¢, n’est pas toujours chose facile 7. :

Entre la fonction ,présent général“ et la fonction ,subjonctif(-futur)*
il y a eu & Porigine un rapport de hiérarchie. La derniere, étant d’ordre
modal, créait une opposition moins profonde que la premiére qui consti-
tuait une différence de mode d’action. Mais ¢’est la valeur de sub-
jonetif(-futur) qui I'a remportée sur la valeur de présent général laquelle
n’est plus attestée que dans des formes thématiques barytones a sens
souvent ambigu existant & c6té de formes radicales athématiques. Cf. les
formes suivantes du RV: am (amadnti, dmanta), © (éii : dyate), ir (irfe : airat),
1§ (isle : 18ate), caks (cdsle : edksate), ji (jitam : jayatam), taks (tdksati
3¢ p. pl. : tdksat 3¢ p. sing.), tvis (atvisuh : atvisanta), nu “mugir’ (nuvdt- :
ndvat- part.), ra@j (rdsti : rdjati), ves (vdsti : avasal), $1 ($dye : Sayate), stu
(staut : stavate), stubh (stubhdnd- : stobhate), hy (hdrmi : hardmsi).

Mais plus considérable est le nombre de présents athématiques dont
la thématisation ne servait qu’a exprimer le subjonctif(-futur): ad, an, as,
as, id, ksi “habiter’, tak, tu, da “couper’, dih, duh, dvis, pa “garder’, bri,

¢ Celle-ci g'expligue par la propagation de la voyelle thématique laquelle ayant
perdu sa fonction sémantique primitive est devenu une morphe redondante (expressive).

? 11 n’est pas exclu qu'une trace des présents caractérisés du type bhdvati subsiste
en v. ind. dans les formes curieuses dhdnvati, invati, jinvati, pinvati, dfihati, $dmbhati.
Une thématisation ,mécanique” de *dhandti, indti... ferait attendre *dhanvdti, *in-
vdti ete., c.-a-d. des présents thématiques oxylons bétis en partant de la 3¢ p. pl. *dhan-
vdntt, *mvdnti. .. :

Or la dérivation de formes thématiques barytones en tant que subjonctifs ou
présents généraux pouvait se faire de deux maniéres lorsqu’il s’agissait de verbes-bases
A infize nasal, soit smr le théme fort, p. ex. indti, jindti: subj. baryton indvati, jind-
vati, soit sur le théme faible, présent baryton invati, jéinvati.

En ce qui concerne dhdnvati, pinvat, ils ont totalement évincé les présents pui-
mitifs *dhanéti, *pindti.

Les formes thématiques de drh et Subh, dont les anciens présents d infixe n’ont
pas été conservés non plus, hésitent entre barytondse et oxytonése: d/mhat, dynihata,
mais dymhéthe; Sumbha(n)te, §umbhase, Simbhaméina-, mais Swmbhdnti, §wmbhdmana-.
Les premidres correspondent au type invati, dhdnvati, les derniéres ne sont que des
thématisations mécaniques de présents & infixe,
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bha, ya, rih, rud, va, vid ‘savoir’, vi, $as, $as, $nath, $vas, sas, sa, stan,
sna, svap, hnu; cf. aussi les racines secondaires jaks ‘rire’, wims, Sifij .

En général les verbes radicaux athématiques du RV semblent devoir
la conservation de leur flexion héritée surtout aw fait qu’ils ne soppo-
saient pas & des présents caractérisés. En face des listes étendues
d’en haut le nombre de présents radicaux athématiques existant & coté
de présents caractérisés est minime. Cf. vidé : vinddte; hduti : jighnate;
mdrjmi ete. : mritjata (2 x); bhisdkti (1 x) : abhispak (1 X); nijand- (1 x) :
nintkta (1 x). Est plus rare encore la coexistence de présents athéma-
tiques, présents thématiques barytons et présents caractérisés: & coté de
ddsati on a dasndti (1 x) et ddsti (1 x), & coté de ndyati : ninithdh (1 x) et
dnitam (1 x); bharti (2 x) s’oppose & bhdrati et bibharti °. ‘

Une différentiation formelle ultérieure entre les sens ‘présent
général’ et “subjonctif(-futur)’ n’était possible que pour les présents ca-
ractérisés comme kyndti: le présent général était bati sur la racine, le
subjonctif sur le theéme (kdraii : kyrdvati; de mypdhdli : mdrdhati et
mydhdti ete.) 1. Le scindement était postérieur i la genése du type pri-
mordial kdrati qui réunissait les deux sens. Mais méme dans les présents
caractérisés la perte fréquente de la valeur de mode d’action a entrainé
la disparition de la catégorie sémantique ,présent général“ dans le type
bhdvati. Celui-ci a de son coté formé un subjonectif moyennant la répéti-
tion de la voyelle thématique.

2. La désinence védique -mia de la 1re p. pl.

Une statistique brute d’allongements finals du RV, allongements
qui concernent surtout certaines désinences verbales en -a !, est inté-
ressante a cause de la dispersion de fréquences caractérisant les différentes

8 Plusieurs de ces présents ont subi une thématisation mécanique dés I’AV:
ksiydti, viddti, et avec barytonése entrainée par le vocalisme a de la racine: dnat@, $vdsati,
stamali.

¢ Il fant mettre de co6té une série de formations athématiques étroitement appa-
rentées & des aoristes radicauw comme kythd(h), gathd, ceti, yujmahe, himdhe, tandis
que ddti, dhati peuvent aussi faire office de subjonectifs. Cf. k rndti ¢ dkar; gdechati : dgam;
cindti : a cet; yundkti : ayukia; hvdyati : dhimahi; ddd(h)ami : dd(h)at

1 Tandis que le as- de dsati peut étre interprété comme syllabe soit radicale
soit prédésinenticlle, le kar- de kdrati est bien la syllabe radicale de kyndti. Clest
I’ambiguité de ds-ati qui permet de créer, & coté de kdr-ati, la forme nouvelle k-1 dv-ati.
La fonetion primaire (,présent général“) s’associe & la forme primaire (batie sur la
racine), la fonction secondaire (,subjonctif“) & la forme secondaire (bAtie sur le théme).
Pour la détermination des fonctions et formes (structures) primaires et secondaires
cf. BSL 63, 1968, p. 1 ssq. et infra le type grec en -6w.

11 Les autres exemples sont tout & fait sporadiques ou mémes des hapax, ainsi
le -a du /_VOCatlf ou du génitif en -asya, le -i de la désinence verbale -ti.
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désinences allongées. Voici les fréquenées en question exprimées par
rapport au nombre total d’exemples 2:

-ma (17 p. pl. parfait) all\()ngement dans 63,39, de formes
-tha (2¢ p. pl.) ) »  91,8% 4 7
-a (impérat.) ” n 30,3% 5 ”
-ta (2¢p. pl.) 1 w 2% g 3925
-thana (2¢ p. pL) " »w  2L,1% o ”
-a (2¢ p. pl. parf.) " ” n 15,2% 4,
-a (1 p, sing. parf.) 7] BT O ”
-sva (impérat.) A g O
~-tana (2¢ p. pl.) ” 7 9% 7 9
-dhi (impérat.) 7 7 55% 1 "
-ma (1 p. pl. prés.-aor.) - da. .. - Dyt Yo e »
-tha (2¢ p. sing. parf.) ” " 4,2% 4 2
-a (3¢ p. sing. parf.) ” ) 3,2% 1 2
‘-ta (3¢ p. sing. moyen) ” " 1,2% i)
-ata (3¢ pl. pl. moyen) 7] ) 0,3% 1 "

Est surtout frappante la différence de traitement entre la désinence
-ma de parfait et le -ma de présent-aoriste:

‘nombre de cas attestés
avec voyelle longue avec voyelle bréve
-ma du parfait 62 36
-ma du présent-aoriste 36 626 13

: En second lieu les deux désinences allongées ne se rencontrent pas
dans les mémes positions métriques. Pour ce qui est de -ma prés.-aor. on
le trouve 33 fois dans la cadence d’un hendéca- ou dodécasyllabe
L u_—(v)y, dont 141, dans RV I, 94,1—14 4 (rigama) 2. f
On ne saurait par conséquent attrlbuer une importance a la longue
du parfait dans les cadences £ u __ (octo-et dodécasyllabe) avec 4 exem-
ples, ou & Lu__ (U)u (hendéca- ou dodécasyllabe) avee 9 exemples.
L’allongement dans le deuxiéme segment métrique (vu L) de hendéea-

12 Les chiffres ont été établis sur la base des matériaux de J. Zubatff
dans WZKM 2, p. 53—62, 133—140, 309—318, ot 3, p. 86—92, 151—162, 281—312,
22 Voici la probabilité d’une association constante de la quantité longue avec la
valeur de parfait, association exprimée par le coefficient de Yule: »
62.626 — 36.36 et 37516
62.626 - 36.36 40108
* Dans trois autres exemples (V, 70, 4b; II, 5, 7d; VIII, 19, 20d) I'allongement

pare 4 une séquence de trois ou quatre brédves. :

="0.93 (1 = certitude)
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ou dodécasyllabe (19 ex.) pourrait encore s’expliquer par les exigences
du métre. Mais & part cela le -ma de parf. est attesté au commencement du
pada souvent entre deux syllabes longues. L’allongement ne saurait done
en aucune maniere étre attribué au rythme. Cf.:

X, 47, la jagrbhmd te; 1,139,10 d jagrbhmd diara-adisam; vidmd
Wi toa (71.); vidmd te dhdma, vidmd te ndma.

. Méme dans le cas d'une syllabe bréve suivante il n’y avait aucune
nécessité d’allonger le -a de vidma au commencement du pada: vidmd hi
asya (3 1.); vidmd hi te (3 £.); vidmd hi rudriyanam (VIIL, 20, 3a), vidmd
hi yds (VIII, 92, 18a), vidmd te agne (X, 45, 2a, b, ¢, d), vidmd tdm itsam
(X, 84,5d), vidmd purd (VIII, 21, Tc), vidmd sakhitvam (VIII, 21, 8a).
Cf. aussi vavanmi ni te (VIIL, 37, 5¢) 5. :

I1 y a méme un exemple de -ma parf. devant groupe consonantique:
1,101, 9b twayd havi$ cakymda brahmavahah.

D’autre part un -md prés™aor. ne se rencontre qu’une seule fois au
commencement du pada: III, 18, 4d marmrjmd te (intensif). !

Un -ma du parf. avec vocalisme bref est attesté 26 f., dont 19 devant
pause ou césure, et seulement 7 f. dans d’autres positions, cf. X, 37, 12a
yad vo devas — cakyma — jihvdya gurd et, analogiquement, IIT, 1,2a;
VIII, 61, 8¢; X, 100, 7a ¢,

Cet état de choses a amené Zubaty a postuler une désinence pré-
historique -ma dont la finale aurait ensuite été abrégée. Le parfait aurait
conservé la longue plus longtemps & cause de I'oxytonése des formes
respectives (WZKM 3, p. 153). Mais cette hypothése n’emporte pas la
conviction. Une relation entre la place du ton et la quantité vocalique
n’est pas démontrable pour le v. indien 1. Tout en admettant que derriére
les faits respectifs du RV il se cache une réalité linguistique de date an-
cienne nous ne pouvons accepter lexplication de Zubaty qu’avec une
modification essentielle. ‘ : :

I1 y a eu & I’époque prélittéraire une désinence de 1re p. pl. -md
propre au parfait seul, celle de prés.-aor. étant -ma (avee bréve). La diffé-
rence formelle et en méme temps fonctionnelle entre -ma et -ma corres-

15 Une situation ou I’absence de la longue aurait pu donner lieu & la suite de-trois
bréves,. est exceptionnelle: rarablmd $avasas (VIII, 45, 20b), rarimé te (VIII, 2:1d, fin
d’un octosyllabe).

16 Le meétre de trois autres passages n’est pas clair: VIII, 2, 22b; VIII, 46, 2b, 2c.

: 17 Comme paralléle on pourrait alléguer le cas de idira, ydira (avee -a atone) en
face de asmatrd, devatrd. Mais tout d’abord il peut s’agir ici de ,,doubles possibilités séman-
tiques* (Renou, Grammaire de la langue védigue, 1952, p. 85), ensuite le paralldle ne
serait pas exact puisque abstraction faite de formes verbales atones I'opposition entre
Poxytonése de la 1% p. pl. du parfait et I’ accentuation de la 1t p. pl. du présent-aoriste
n’est pas rigoureuse.

PA
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pondait & celle entre toutes les autres désinences des deux paradigmes 8.
11 n’est pas pour cela nécessaire d’admettre une divergence originaire
entre -ma et -md. Car -ma est explicable comme un simple effet de diffé-
rentiation due & la position marquée du parfait 4 lintérieur du systeme
verbal de l’i.-e. et de l'indo-iranien primitif.

C’est I'opposition de la 2¢ p. pl. en -a (parf.) & la 2¢ p. pl. en -t(h)a
(prés.-aor.) qui a déclenché la proportion

-t(h)a (non-parf.) : -a (parf.) = -ma (non-parf.): x,
d’olt X = -ma + a = -ma (parf.) .

L’identification subséquente des deux désinences, attribuable & leur
parenté fonctionnelle, a du avoir lieu & I'époque prélittéraire. On ne saurait
en donner une explication un peu plus précise. En tout cas cette identi-
fication a été d’une autre nature que celle de la 3¢ et la 1 p. sing. du
parfait (cakdra : cakara) dans la langue. postvédique. Ici une identité
partielle était donnée d’avance, nulle distinction n’existant entre les deux
personnes des parfaits a racine lourde (vavarta = 1¢ efi 3¢ p.).

Mais il est significatif que la désinence -ma du parfait apparait sous
la forme bréve dans las plupart des cas & la pause, olla valeur métrique
d’une voyelle finale est indéterminée (anceps).

Si du tableau statistique d’en haut on élimine la désinence -md du
parfait en tant que survivance linguistique prélittéraire, la place d’hon-
neur reviendra a limpératif en -a lequel, un peu inférieur aux formes
en -tha pour ce qui est de la fréquence relative (30,3 % en face de 31,8%,),
les prime par une prépondérance écrasante d’exemples: 414 sur 1365 en
face de 62 sur 98. Ceci est en accord avec Dexplication de l’allongement
final proposé dans L’apophonie, p. 338 ssq. Il §’agit du sandhi de la com-
position, étendu au sandhi externe du vers grace surtout a lidentité de
1a forme de Vimpératif avec celle du premier membre en -a de composés
verbaux du type radd-vasu-, $iksd-nara-. L’'impératif eh -a a été le point
de départ de la propagation de I'allongement dans les désinences verbales
en a final.

La propagation de l’allongement, caractérisée par une progres-

18 Excepté celle de la 3¢ p. pl. -uk, qui a de bonne heure pénétré dans certains types
flexionnels du présent-aoriste.

1 (Cette explication est fondée sur le contenu sémantique de -t(h)a, vide par
rapport & celui de -a (2¢ p. pl. de non-parfait : 2¢ p. pl. de parfait), -{(h)a : -a étant
par conséquent égal & zéro : -a.

C’est de la méme fagon qu'on rend compte p. ex. de la désinence i.-e. -nio du
médiopassif:

-t (3¢ p. sing. non-moyen) : -0 (3¢ p. sing. moyen) = zéro : -0 = -nt (3¢ p. pl
non-moyen) : -t 4.0 (3¢ p. pl. moyen).

On a aussi (bon)us : (bon)d = zéro : -d, d’olt au génitif -i::@ 417 () ae).
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sion de fréquences de plus en plus décroissantes, a suivi une direction
déterminée par Daffinité soit phonique soit sémantique des formes
verbales en -a.

L’allongement de la finale de l'impératif (30,39,) rend compte de
I’allongement beaucoup plus rare des autres désinences -a, celles du
parfait: 2¢ p. pl. (15,29,), 1 p. sing. (11,4%,), 3¢ p. sing. (3,2%).

D’autre part c’est le facteur sémantique, le sens d’impératif, qui
explique la pénétration de la longue dans les désinences -ta (23%), -sva
(9)9%)7 -tana (9%)3 ~dhi (575%)-

Il y a ensuite identité phonique entre -ta de 'impératif et -ta de
la 3¢ p. sing. du médiopassif (1,29%), et parenté sémantique entre celui-ci
et le -ata de la 3¢ p. pl. du médiopassif (0,3 9%).

L’allongement dans les désinences -tha (31,89,) et -thana (21,19%,)
peut étre attribué aux affinités sémantiques et formelles qui les rattachent
a -ta(na) de la 2¢ p. pl., et finalement c¢’est l'identité phonique de -tha
de la 2¢ p. sing. parf. avec le -tha de la 2°¢ p. pl. qui justifie les rares
exemples de son allongement (4,29,).

3. Le vocalisme du présent radical en hittite

L’apophonie est un fait morphonologique. Les liens avec Ualternance
phonologique dont elle a du se développer, sont parfois obscurs. L’apophonie
est en premiére ligne conditionnée par des facteurs morphologiques
tandis que I’aspect phonologique ne joue qu'un rdle subordonné.
En allemand les pluriels en -er comme Bldtter ({ Blait), Gatter ({ Gott)
entrainent le changement d’une voyelle postérieure en voyelle antérieure
(wmlaut). Le facteur décisif c’est la valeur morphologique du -er (du
pluriel neutre ou masculin). Ainsi p. ex. le -e# du nom. sing. mase. de
* Tadjectif fort laisse le vocalisme radical intact, p. ex. Fkalt-er, grof-er,
En second lieu ce ne sont que les voyelles postérieures u, o, @, au qui
peuvent subir le changement en question, ceci étant la condition
secondaire, phonologique. Le double conditionnement de cette apophonie,
morphologique et phonologique, peut étre résumé dans le tableau suivant:

-er (du pluriel) -er (autres fonctions morphologiques)?®
vocalisme postérieur apophonie : —
o antérieur —_ Xl

L’apophonie dans Bldtter, Gotter est du point de vue morphologique
redondante. C’est la désinence -er qui est I'unique exposant de la valeur

20 P. ex. suffixe de noms d’agent (Schreib-er), du comparatif (kdli-er, mais sanfter),
de la déclinaison de l'adjectif fort (schém-er = nom. sing. mase., gén.-dat. sing. fém.,

gén. pl.).
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sémantique comme le prouvent les pluriels Bretter, Eier ete. (manque
d’apophonie). Mais du point de vue morphonologique apophonie est
obligatoire. Les formes de pl. *Blatter, *Gotler seraient des déformations
inadmissibles.

La grammaire traditionnelle a souvent eonfondu I’apophonie avec
Palternance phonologique. Méme le cas relativement le plus clair, le degré
zéro de l'i.-e., a été habituellement défini en termes phonétiques comme
une fonction de la place de Paccent. En réalité il g’agit 1) d’un trait propre
& certaines catégories morphologiques bien déterminédes; 2) (4 I'intérieur
de ces catégories) d’entités de structure phonologique bien déterminde.

Pour ce qui est de 1) il y a p. ex. les noms-racines déverbatifs & racine
lourde (type -eRT), dans lesquels le degré zéro est indépendant de la place
du ton (p. ex. v. ind. rik, ridcam, rucd, rucé ete.). Quant & 2) il y a des
restrictions d’ordre phonétique, p.ex. *likids, *urttés (racines lourdes),
mais *setids, *pekids (racines légéres).

Comme exemple classique de l'interdépendance de I’accent et du
degré vocalique (plein : zéro) on cite souvent le paradigme du présent
radical: v. ind. émi, ési, éti, mais imdh, ydnti ete. Mais le degré zéro n’y est -
pas conditionné par un facteur phonologique. Un e (= i.-e. *ei) peut
bien subsister en syllabe prétonique, p. ex. devd-. Le changement de la
place du ton est fondamental tandis que 1’apophonie est redondante,
preuve les paradigmes comme sdsti : sasdnti qui se passent de toute
apophonie.

Un classement des différents types de structure syllabique nous fait
d’abord distinguer entre les racines légéres en occlusive (ou s) et les racines
lourdes en sonante ou semi-voyelle plus occlusive (ou ), symbolisées par
-eT et -eRT, respectivement 2. La out les derniéres offrent aux formes
faibles, accentuées sur le suffixe ou sur la désinence, le degré zéro, la
structure des formes faibles des racines légéres dépend de linitiale con-
sonantique ou vocalique de la désinence. Cf. les oppositions *pt-o- :
*pet-T-; *sqt-o- : *sek-T-; *sGh-o-: *segh-T- dans grec &ntéumy, Eombuny,
€oyov, &x-téc mais oy- s'cog ete.22

Dans les racines & sonante (ou 7, #) plus consonne Pinitiale du mor-
phéme suivant est sans importance pour le degré zéro, p.ex. vrdh-d-
comme vzd-dhd- et ainsi de suite.

La relation entre le type en -eT' et celui en -eRT repose donc sur
deux neutralisations:

1) La différence des degrés zéro (dntéconsonanthue et antévoca-
lique), existant dans -e7, est abolie dans -eRT.

NE=4g u rl n m; T =occlusive ou s (aussi & du hittite).
2 V. ind. admd}, addnti semble reposer sur la généralisation d’une seule forme de
degré zéro (admdp : *ddnti).
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2) La différence entre les deux types est neutralisée dans les formes

fortes (e accentué).

formes faibles (degré zéro) — formes fortes (degré plein)
type -eT J-eT:-T -€T
type -eRT -RT -¢6RT

I1 découle de cette hiérarchie de formes qu’au point de vue structural
le degré plein -éRT est bati sur le degré faible -RT et non pas inverse-
ment 2. Le degré plein (sing. actif) des verbes radicaux en -eRT s’explique
done comme une vrddhi au sens propre du terme 2%, (Cest ainsi qu’il faut
interpréter le ar de v. ind. mdrsti (myjmdh, myjdnii) et kdrgman- (supposant
un présent *Ldrsti), le modeéle primitif de la vyddhi indo-iranienne étant
i:ai (v.ind. ¢) = % : au (v.ind. 0) = r : ar, cf. L’apophonie, p. 155 sq.,
Idg. Gramm. 11, p. 304 sq.

On comprend du méme coup pourquoi les verbes radicaux en -eT ne
connaissent pas la vrddhi aux formes fortes 2. C’est le type -eI qui grice
a la distinction -eT : -T au degré zéro (antéconsonantique et antévoca-
lique, respectivement) est le {ype-base du verbe radical et ne saurait
ar conséquent subir une pression de la part du type subordonné RT
-¢éRT.

Le schéma d’en haut, qui nous renseigne aussi sur la hiérarchie
-RT — -éRT, revét en hittite la forme suivante:

formes faibles formes fortes
type -eT -eT : -aT L -éT
type -eRT -aRT *¢RT =
I1 y a coincidence des degrés faibles antévocaliques des types -eRT
et -el (-aRT comme -aT) ce qui (par suite la hiérarchie -¢T — -eRT)
entraine -¢T' (antéconsonantique) : -aRT (antéconsonantique) = -67 : -¢RT.
En hittite le présent radical des racines lourdes a donc généralisé
le degré a R dans tout le paradigme, c.-a-d. au lieu de *-eRT on y a -aRT
aussi dans les formes fortes, cf. ualh »irapper®, $amh ‘chercher’, hark
‘périr’, karp ‘lever’ ete.26, z
Ainsi s exphque la dlfférence entre les deux types de verbes radi-

3 Le statut marqué des formes fortes résulte aussi de leur distribution. Elles
ne sont propres qu’a la 1re, 2e¢, -3¢ p. sing. de P'actif tandls que le reste de l’actli et tout
le médiopassif sont faibles.

% C.-a-d. comme un degré plein opposé au degré zéro de la forme-base. Cf. —L’apo-
phonie, p. 147 88q., Idg. Gramm. 11, p. 298, 308 sq.

% Lat. ést, balto-slave *ésti en face de v. ind. dtti sont des innovations, dues en
derniere ligne a 'abrégement des diphtongues longues tautosyllabiques (éR ) eR) dans
les langues européennes.

2 Le paradigme des verbes radicaux en -eiT, -euT" (8'il y en avait) seralt ambigu
4 cause de la monophtongaison hittite de ei, eu.
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caux en hittite, dont celui en -eT' garde assez bien la distribution des
vocalismes: epmi, epsi, epzi, eppueni, epteni, appanzi *’. Le reflet de 1’an-
cien zéro n’apparait qu’a la 3¢ p. pl. et au participe en -ant-.

La répartition entre e et a tend & pénétrer dans les racines légéres
en sonante. On trouve & la 17 p. pl. kueven, & la 2 p. pl. kuenten, avec
Pancien zéro conservé a la 3¢ p. pl. et au participe: kunanzi, kunandu,
kunant-, kuranzi, kurandw, kurant- ete.

4. La voyelle thématique a de got. nimada(u) ete.

La distribution primitive des timbres e et o dans la flexion théma-
tique du verbe, &4 Dindicatif du présent, & I'imparfait et &4 Iaoriste, est
garantie par accord dn tokharien, du gree, du latin, du v. irlandais et
du gotique. La généralisation du timbre o (> a) en baltique, celle de ¢ en
slave, est une conséquence indirecte (morphonologique) de la palata-
lisation, v. Idg. Gramm. II, p. 295 sq. Mais & P’aoriste thématique aussi
bien qu’a Yimparfait en -axs, ot la palatalisation due & un ¢ suivant n’a
jamais pu jouer un role, le slave conserve fidélement la répartition’
héritée des timbres.

Au médiopassif thématique du grec on trouve la méme répartition:
-6-pny, -ou ({e -+ o), -e-70, -6-ucdu, -e-69c, -0-vro sont un pendant exact
de -0-v, -¢-¢, -, -0-pev, -£-1€, -0-v. A Pimpératif -=-ro (3¢ p. sing.) s’oppose
a -6-vto(v). Mais en gotique, aussi bien la 2¢ 3¢ p. sing. du médiopassif
(nimaza, nimada) que la 3¢ p. sing. de Pimpératif (nimadau) offrent le
vocalisme a ({0) ce qui est évidemment une innovation.

A Toptatif médiopassif nimaizau, nimaidaw 26, nimaindaw le got.
s’est servi de I’élément final -u, le méme qui en indo-iranien (et en hittite)
différencie l1a 3¢ p. de I'impératif des formes correspondantes de I'injonctif,
p. ex. v. ind. bhdvan : bhdvantu, hitt. appanzi : appandu. C'est que ’an-
cien optatif médiopassif fait en got. office de limpératif, qui ne connait
pas de formes médiopassives spéciales. Les formes nimaizaw, nimai(n)dan
sont donc des élargissements de 'optatif médiopassif *nimaiza, *nimai(n)da,
avec des désinences paralleles & celles de Vindicatif correspondant (nimaza,
nimada, nimanda). Quelque qu’ait été la provenance de I’élement final -a 29,
il parait bien qu’il a été Pexposant de la voix médiopassive.

¥ L’origine de a de appanzi, appandu, appant- ete. (réduction de e, trace d'une
laryngale etc.) est une question & part. Le fait & retenir ¢’est qu’il y a eu une différence
primitive entre le vocalisme ‘faible’ de eppueni, epteni et celui de appanzi ete.

* Paisant en méme temps, tout comme la forme mimada de I'indicatif, office
de 1r¢ p. sing.

2 .g ¢ -ai (= grec o) en syllabe atone, comparable & -a du dat. sing. dag-a qui
correspond & -e (< -ai) des autres langues germaniques?
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Le rapport dentale finale (a l'actif): dentale 4 @ (au médiopassif)
a subi un changement important une fois que la, dentale finale avait
disparu a lactif. Le rapport ancien

*nimaip, *nimaind : *nimaid-a, *nimaind-a devient
nimai, *nimain *: nimai-da, *nimain-dao

Le rapport nouveau consiste done dans l’addition, au médiopassif,
de -d + a et non pas d’un simple -a ?.. Ce déplacement de la coupe mor-
phologique, avec la désinence -d de l’actif devenant une partie de I’ex-
posant du médiopassif, tire & conséquence. Or & l’indicatif médiopassif
on constate I'addition d’un simple -a et non pas de -d 4 a, ef. -p ({ -d)
~da; -nd : -nda; -8 ({ -2) : -za. Cela veut dire que le procédé de formation
de Pindicatif médiopassif ne représente qu'une réduction du proeédé
qu’on vient d’établir pour 'optatif. Par conséquent la formation de I’indi-
catif médiopassif est dominée par celle de D'optatif médiopassif, d’ot le
rapport (la fleche indiquant la subordination):

nimainda(u), nimaida(u), nimaiza(w)
| mimanda, *nimida, *nimiza

Le nivellement du vocalisme (¢ > @) dans le paradigme subordonné 32
est simplement dt & Iuniformité du vocalisme dans le paradigme domi-
nant (de I'optatif) 2.

Tandis qu'a Dlactif il y avait une différence entre I'optatif nimai,
nimaina et Vimpératit *nimidu, *nimandu, elle était supprimée au médio-
passif nimaidaw, nimaindaw, lequel réunissait les deux fonctions et repré-
sentait le point de leur neutralisation. En face de l'optatif médiopassif
qu’on pourrait qualifier de ,,volontatif* puisqu’il exprimait aussi bien le
désir que D'ordre, 'optatif actif ainsi que 'impératif actif étaient marqués.
Le mode ,volontatif® dominait les especes ,désir“ et ,ordre“, qui lui
étaient subordonnées. (Cest cette hiérarchie qui explique la transformation
de Pimpératif hérité:

3 D’ou la forme historique nimaina avec un a final secondaire.

8 En somme loptatif du médiopassif a la structure suivante: nimai(n) -
(d -+ a) 4 u, le u étant impliqué par la présence de ai, marque de I’optatif, et la présence
de (d)a, marque du médiopassif.

32 Subordonné au point de vue structural, point sémantique. Cf. ’exemple bien
connu de I'adjectif en francais: sémantiquement le féminin y est subordonné au masculin,
mais au point de vue structural le rapport est inverse la ou il existe une distinction
formelle entre les genres. Le masculin est biti sur le féminin moyennant la suppression
de la consonne finale, p. ex. blanche ) blanc, fraiche ) frais, lourde ) lourd, basse » bas, ete.

3 Le fait que c’est a et non ¢ qui est généralisé, est de son co6té explicable par la
dominance de nimaindaw sur nimaidaw. C’est que la relation nimaina : nimaindaw con-
siste dans la soustraction de a & c6té de 'addition de (d |- a) tandis que nimai : nimaidau,
consistant uniquement dans l'addition de (d -}- @), en représente une simplification..
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nimaindan, nimaidaw (opt. médiopassif)
v *nimandu, *nimidu (impérat. actif)

La relation nimaindaw : *nimandu est égale & wnimwind-aw (aw im-
pliquant a7): *nimand-w (w impliquant a). La pression de Poptatif médio-
passif fait impératif adopter aw qui par rapport a I’ancien u comporte
un surplus (e + u). Bt la proportion wnimaindau : nimandaw explique
nimaidaw : nimadan (& la place de *nimidu) 3.

. 5. Les verbes grecs en -6

Etant des dérivés secondaires les verbes dénominatifs de I'i.-e. se
gervaient — du moins pour ee qui est de leur couche productive — du
suffixe de dérivation -i¢/o- ajouté au théme du nom-base. Suivant le
théme on obtient des dérivés dénominatifs en -¢ + iefo-, -a 4 iefo-,
-n + iefo-, -es + iefo- ete. ete., fidélement reflétés en v. indien et assez
bien en gree, avec des déplacements et des simplifications dans les autres
langues indo-européennes.

Le type grec en -6w est une exception. A premiére vue il s’agit d’une
différentiation proprement grecque des dénominatifs batis sur les themes
en -ofe-. A c6té des verbes en -éw tirés de noms thématiques apparait
a I'aube de I'histoire de la langue le type en -6w dont ni ’origine ni la
fonetion primitive n’ont jusqu’ici trouvé une explication satisfaisante.
Attribuer le -o- de -6« simplement a la voyelle thématique des noms
en -oc-, -ov (sur le modele de -a- : -4w) n’emporte pas la convietion puisque
le sentiment de théme vocalique en -0-, beaucoup plus fort a ’époque
préhistorique que dans les langues attestées, nous aurait fait attendre le
type en -oiejo- (& la place de -eiefo-) ailleurs et non seulement en grec.
Le -0- du théme apparaissant au premier membre de composé y a été
remplacé par lalternance o/zéro (- allongement éventuel de Dinitiale
vocalique du second membre) et a été méme ajouté aux thémes consonan-
tique (p. ex. vuxto-@diraxk).

Ll’apparition du type -6w doit étreen rapport avec un fait morpkono-
logique propre au gree.

Or avant les premieres contractions la conjuga,ison des verbes dé-
nominatifs en -¢w ({ -eiefo-), comprenant les formes de leur aoriste, futur,
parfait, admettait une double interprétation:

a) Le -9- de -n-oa ete. était considéré comme un allongement du
premier = du théme en -z-e- du présent (moifz-s-). Cette interprétation

8¢ Les formes de la 3¢ p. de I'impératif actif sont du reste assez rares, on n’en trouve
que 4 exemples (Streitberg, Got. Elementarb., 1920, p. 206): Math. 27, 42 = Mare
15, 32 xatafdre:y VOV dnd Tob otavpod : atsteigadaw nu af pamma galgin; Math. 27, 43
puodcdw vOy adtéy : lausjadauw nu ina; Cor. 7, 9 yapncdrwony : linugandow. Partout I'impéra-
tif de la 3¢ p. correspond & l'impérat. aor. de loriginal.
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était en accord avec les aoristes en -a-ox, -T-ox, -U-ca, ete., bitis sur les
thémes de présent -«-c-, -t-g-, -v-g-, respectivement.

b) D’autre part la relation -z 4 e- (présent) : -n- (aoriste ete.)
. g’accordait avec la loi d’allongement (,Dehnungsgesetz“) de Wackernagel,
bien attestée dans la composition. Cette loi n’était qu’'un écho morpho-
logique de contractions indo-européennes, remplacées en grec par Déli-
sion de la 1r¢ voyelle plus allongement de la 2¢ voyelle, cf. L’apophonie,
P. 264 s8q. P. ex. én-npeoig, dn-dvopoc, du-nysphs, du-dvopos < épéow, dysipw,
dvope et ainsi de suite.

A Vintérieur de la conjugaison des verbes en -éw le rapport - + - : -
pouvait par conséquent déclencher -¢ 4 o-: -&- fondé sur les formes
de présent comportant le vocalisme -zo- (-éopey, -£ovri). '

Remarquons que a) et b) ne jouissaient pas de droits égaux. L’inter-
prétation a) s’appuyait sur le parallélisme des verbes en -éw avee cenx en -4,
-tw, -V, etc., en respectant le théme du nom-base. L’interprétation b),
due & l'identité de la voyelle thématique avec la voyelle finale du théme
précédent (- | =-), n’était possible qu’a lintérieur de la conjugaison
en -¢éw. L’interprétation a) = allongement de la voyelle du théme nominal,
était primaire. L’interprétation b) = allongement de la voyelle théma-
tique du présent, était secondaire. Les termes primaire et secondaire n’ont
pas un sens chronologique, mais se rapportent & une hiérarchie.

Dans le vol. 63 du BSL p. 1s8sq. il a été question de scindements mor-
phologiques effectués grice a I'action solidaire de deux facteurs: le facteur
sémantique, presque toujours présent, représenté par la fonction pri-
maire (définie par I'opposition a D'intérieur du systéme) et de fonctions
secondaires (conditionnées par le contexte) de la forme donnée; et le
facteur phonologique ou morphonologique, ditd une neutralisation
(mor)phonologique’ laquelle établit une hiérarchie entre deux interpréta-
tions de la structure. Il y a une hiérarchie entre la forme primaire (dans
Pexemple en question: allgngement du premier ¢ de - 4 ¢-) et la forme
secondaire (allongement du deuxieme < de - + - avee éhsxon du premier),
marquée c.-a-d. subordonnée i la premiére.

C’est par ces hiérarchies qu’est déterminé le scindement morpholo-
gique : la forme secondaire vient s’associer & la fonction sémantique se-
condaire pour constituer une nouvelle catégorie morphologique.

La tiche principale c’est d’établir les fonctions secondaires des
verbes en -éw, fonctions antérieures a I’époque critique des contractions
provenant de la chute de 7 intervocalique. Soit xuxiéw ({ xbxhog ‘roue,
cercle’), verbe intransitif et transitif, ‘tourner ou faire tourner en cercle’.
La diatheése neutre correspond & la valeur de la forme (= & sa fonction
sémantique primaire), le sens transitif (= fonction sémantique secondaire)

\

étant déterminé par le contexte, & savoir l'accusatif du régime direct.
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Aussitot la loi d’allongement établie dans le systéme de la langue, 1’aoriste
ete. de xuxMo (xdxhnoo ete.), jusqu’ici ambivalent au point de vue sé-
mantique, le devenait aussi dans sa structure morphonologique, le -7-
pouvant étre interprété comme allongement du premier ou du second ¢ du
présent. Dés lors I'ambiguité morphonologique de xixAnsa, accompagnée
de son ambivalence gémantique, a pu &tre résolue de maniére suivante:
tandis que wixinca, correspondant par sa structure aux aoristes en -o-ow,
-v-co, ete., gardait le sens primaire (intransitif) de xvxAéw, 1'aoriste de
wuxhéow transitif devenait xVxiwoo justifié par les formes de présent
rnuxréopey, xuxdéovtt et la loi d’allongement de Wackernagel.
L’opposition sémantique -no« : -woa ete. a ensuite permis d’in-
troduire une différentiation dans les formes de présent: z

-n(ox) : -&- = -o(6a) : -0-, P. X. xuxAéeTe : xUKAbETE,

Cf. dodevéw “étre faible, malade’ : dodevéew ‘affaiblir’; xaprepée ‘étre
fort, soutenir’ : xaprepéw ‘rendre fort’ ete. Mais les verbes en -6w, qui
n’étaient & lorigine quun pendant transitif-causatif du type en -éwo,
ont fini par étre rapportés directement aux noms-bases de ceux-ci en
devenant une classe verbale dénominative autonome, p. ex. xixiog —
®xUxAé® — xuxAbw, ensuite xixhog — xuxibéw & cOté de xixhog —> xuxréw. ¥

La solution proposée ici respecte les donnés empiriques dont on
a disposé jusqu’a présent . Notamment:

1) Le caractére transitif, en ce qui concerne la diathése, des dérivés
en -éo par rapport & ceux en -éw, qui sont neutres (intransitifs- ou tran-
sitifs).

2) La fréquence relative des formes chez Homere:

attestés uniquement au présent a Dlaoriste
verbes en -tw 49 verbes 30 verbas
verbes en -6w 5 verbes + 18 verbes #

3) Les formes non-contractes chez Homére, fréquentes pour les
verbes en -éw, sont rares pour les verbes en -6w, ce qui parle en faveur
de la productivité relativement récente du type en -6w. ‘

3 Autres exemples: dmoowngvée ‘camper A part’ | dmoownvée ‘tenir A part’;
éxnuéo ‘suppurer’ | &xmuéw ‘faire suppurer’; edodéw ‘avoir le passage libre’ [ edodéw
‘accompagner’; eboupxéw ‘avoir de Pembonpoint’ | edoupxéw ‘rendre corpulent’; Luyéw
‘former une ligne’ | Luyéw ‘atteler ensemble’; vnvepéo ‘étre calme’ [ vaveudw ‘calmer’;
dmoluyén ‘étre au joug (boeuf)’ [ dmofuyéw ‘subjuguer’. Sont nombreux les couples
-¢w | -6 batis sur des adjectifs & o privatif (&30vazog, &9vuog, &rexvog, dyxenorog. ... .. )i
Parfois le scindement entre -¢o et -du n’est pag grammatical comme dans les exemples
précédents (intransitif : causatif), mais lexical, p. x. Sevrepée ‘dtre deuxiéme’ | Sevvepbn
‘faire qe. une seconde fois’; oxqvéew ‘vivre dans une tente’ | oxnvéw ‘tendre la tente’;
govoratén ‘étre incapable’ [ dovstatéw ‘considérer comme incapable’.

3 Cf. Schwyzer, Gr. Gramm. I, p. 727.

- En plus 5 verbes a 1’aor. passif et 5 au parfait.
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FRANK Y. GLADNEY
Toward economy in the description of Polish morphology

The need for basing diachronic studies of Polish on knowledge of at
least two synchronic states has recently been reiterated by Ho-
nowska (1968)*. The cited work reveals the extent to which aspects of
earlier work on the synchronic description of the Polish verb 2 continue
to hamper progress in diachronic studies. The present paper is addressed
to these aspects. Specifically it will focus on two points raised by Ho-
nowska: 1) that there may exist synchronically correct phonological
representations, e.g. *gn- as the stem of giad, gne, gniesz, ete., which
nevertheless do not furnish one of the terms required by diachronic studies;
and 2) that the forms czyta and czytaj pose a dilemma for a synchronie
description of the Polish verb. I shall attempt to show why *¢gn- is not
the ideal synchronic representation of the stem of giqé (this form remaining
as problematic synchronically as it is historically), and will suggest that
czyta and czytaj are as easy to account for synchronically as Honowska
believes them to be historically ® — at least no harder.

A few assumptions should be stated at the outset. Following Halle,
I believe that the phonological description of a language should satisfy
certain general conditions. The phonological representation of a form
must be ,pronounceable*, given the phonological rules which are posited
for the grammar ¢ For example, /lud/ would be an acceptable phonological
representation of the form lud only on the condition that the grammar
included rules for deriving from it the correct phonetic representation
[lut]. And given rules which would allow the derivation of phonetic [¢éo1ié],
any of the following might be an acceptable phonological representation
of the infinitive ciqé: /éoN + ¢/, /[t + ¢/, [tin - ti/.

* References are to the bibliography at the end of the article.

? Schenker (1954), Gladney (1963).

 Honowska (1968), p. 136: ,,Po prostu dzieje sie tak dlatego, poniewaz stan ten
jest uzasadniony warunkami regularnych, historycznych zmian fonetycznych (...)%.

t Halle (1959), p. 21: ,, A phonological description must provide a method for

inferring (deriving) from every phonological representation the utterance symbolized,
without recourse to information not contained in the phonological representation®.
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A related condition upon phonological descriptions is the so-called
bi-uniqueness condition, which is explicitly rejected by Halle and impli-
citly rejected in Jakobson (1948) and other works applying this approach
to the Slavic verb 5. It states: ,,A phonological description must include
instructions for inferring (deriving) the proper phonological representation
of any speech event, without recourse to information not contained in the
physical signal“$. Schenker violates this condition when he proposes
/én + ¢/ and /dm < ¢/ as phonological representations of ciqé and daé
respectively, for he clearly does not posit contrasting nasal consonants
in the two representations ,without recourse to information mnot con-
tained in the physical signal“, but only with reference to the other forms
of the respective paradigms, ing, iniesz, ete. and dme, dmiesz, etc. However,
the principle underlying this condition, i.e. the concern for a ,discovery
procedury“ for deriving the phonological representation directly from the
physical signal 7, plays an important role in works inspired by Jakob-
son (1948). Jakobson’s procedure for discovering phonological represen-
tations is the following: ,If certain phonemic constituents of the given
full-stem as compared with cognate forms appear in different alternants,
we take as basic the alternant which appears in a position where the other
alternant too would be admissible“ 8, Schenker derives the phonological
representation-*¢n- following this procedure by confronting the alternant
stems [¢on], [tn], and [tn]; ¢ appears prevocalically, where ¢ is also admis-
sible; o appears before CV, where V is also admissible; » appears prevo-
calically, where 7 is also admissible (but n does not occur before ¢). The
stem alternant [¢in] as in wycinaé is not taken into consideration because
Jakobson’s procedure implies a limitation to alternants oceurring in the
same inflectional paradigm. It might be said that a laxer version of the
bi-uniqueness condition is being observed here: ,...without recourse to
information not contained in the physical signal of forms occurring in same
inflectional paradigm®. '

For this reason works conforming to Jakobson (1948) reflect only
a partial acceptance of Halle’s Condition 4, which states: ,,/The phonological

8 That a given morphophonemic deseription of the Slavic verb violates the bi-uni-
queness condition does not of itself mean that its author wishes to deny, as Halle
explicitly does, the existence of a meaningful level of representation where the bi-uni-
queness condition is observed. Jakobson (1948), Schenker (1954), and Gladney (1963)
are morphopheonemic descriptions, which provide rules for relating two levels represented
in terms of bi-uniqe phonemes. The present study does not assume a level of resentation
where the bi-uniqueness c¢ondition is observed. Slant lines are used herein simply to indi-
cate the input to some phonological rule, and this departs from the practice of linguists
who assume an independent phonemic level.

¢ Halle (1959), p. 21.

7 Halle (1959), p. 23.
® Jakobson (1948), p. 156.
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description must be appropriately integrated into the grammar of the
language. Particularly, in selecting phonological representations of indi-
vidual morphemes, these must be chosen so as to yield simple statements
of all grammatical operations — like inflection and derivation — in which
they may be involved®® I propose below that the stem alternant [éin]
presents further evidence why *én-, and hence also *gn-, should be rejected
as phonological representations.

Finally, the condition of ,economy* must be taken up, since it is
crucial for the following discussion. This condition requires that the
number of units employed in a phonological description be minimalized
Halle has shown how greater economy (simplicity) can be achieved in
a description stated in terms of distinctive features rather than in un-
analyzable alphabetic symbols. With an alphabetic notation any random
set of segments, e.g. p and o, is a easily specified as are ,natural® sets
like p and b, the set of nonnasal labial stops. In a description employing
distinctive features the intuitive naturalness of sets like p and b is reflected
in the fact that they are specified by fewer features than are required to
specify any member of the set. The unnaturalness of sets like p and o
.bears the consequence that their specification calls for all of the features
of p plus all of the features of o. A familiar instance of economy in the
statement of a phonological rule is Ulaszyn’s description of progressive
and regressive voicing assimilation in sonorants in the environment of
voiceless obstruents 1, '

Honowska’s reservations as to the economy of the rules for stem
softening in Gladney'(1963) are quite justified 2. Let us see what economy
can be achieved with a reformulation in terms of distinctive features.
We will consider the rule which softens the stem-final consonant in verbal
forms like idzie, poprze, piecze, ete., taking Schenker’s formulation as our
point of departure for reason of its greater explicitness. Schenker’s rule
4.43 states: ,In full-stems other than [the types widzie- and pisa-], before
vocalic desinences except the 1 Sg. Pres., 3 P1. Pres., and Present Gerund,

® Halle (1959), p. 24, emphasis added.

1 Halle (1959), pp. 29—30: ,In phonological representations the number of
specified features is consistently reduced to a minimum compatible with satisfying
Conditions (3) and (4)%, i.e. the conditions of »pronounceability“ and of integration
into the grammar.

1 Ulaszyn (1956), p. 32. The cautions wording of Ulaszyn’s generalization
(»mozna je wszystkie nazwaé sonornymi w szerszym znaczeniu®) reflects the difficulty
of discovering the optimum set of distinctive features for capturing phonological genera-
lizations. In the feature set proposed by Chomsky and Halle (1968, p.303) the
features - sonorant, -}~ consonantal specify {, I, r, m, and n, but the other two members
of Ulaszyn’s set, ¢ and 4, require the features -}-sonorant, —consonantal, —vocalic.

.3 Honowska (1968), p. 134. '
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a predesinential hard consonant is replaced by a soft consonant in the
following way: t ~¢é,d ~4, k ~&, g ~%4, v ~v,s ~§ z~Z m~m’,
n ~1; the consonant r is replaced by § after voiceless consonants, and
by % after other phonemes* 3. One obvious uneconomic feature of this
rule is that the last sentence duplicates the substance of Ulaszyn’s rule
for voicing assimilation. ,Significant simplications can be achieved by
imposing an order on the application of the rules“, writes Halle 14, and if
Ulaszyn’s rule is ordered before rule 4.43, the latter can be simplified.
Ulaszyn’s rule changes the 3 Sg. Pres. of poprezeé from [po + pr + e/
to pop[r] + e. With the feature of voicing in the stem-final consonant
already accounted for in this way, rule 4.43 can be simplified to read:
yw... the consonant r is replaced by 7z.“ Rule 4.43 as now stated changes
pop[r] + e to pop[§] 4 e. It should be noted that the distinction between
[r] and [7] is subphonemic, so that the above simplification cannot be
achieved in the morphophonemic component of a grammar such as
Schenker’s which is stated solely in phonemic terms.

Rule 4.43 consists of three parts: the specification of the segments
which are affected by the rule, the change which they undergo, and the
environment in which they undergo it. The first part of 4.43 mentions
three sets of sounds, the labials m and w, the dentals t, d, s, ,r,and n, and
the velars k and g. Since not all consonants occur in stem-final position
in this class of verbs, it is economical for Schenker to neglect to mention
P, b, f, §, and ch. In a description employing distinctive features however,
it is more economical to include the nonattested stem-final consonants,
for then we are dealing with a natural class which is specified by the
single feature + consonantal 5.

The second part of rule 4.43 also consists of several subparts: labial
consonants are palatalized, dental consonants except r change to pala-
tal consonants, velar consonants change to hushing alveolar consonants 16,
The output of rule 4.43 is so diverse that no simplifications can be made.
There will have to be separate rules for specifying the results of softening
for each class of consonants. The rule for labials will state that a segment
which is + consonantal, - anterior, — coronal acquires the additional

138 Schenker (1954), pp. 476—7. The last portion of rule 4.43 reads: ,, The clusters
tr and dr are repalced by ¢ and % respectively“. The phonetic basis for this provision
is questioned in Gladney (1970).

1 Halle (1962), p. 57.

5 As a sonorant y, however, w is —consonantal (see fn. 11);{is consonantal at
least prior to its change to u, a change which must be ordered after rule 4.43.

16 An attempt to reformulate these traditional classifications in terms of distine-
tive features would be peripheral to the present paper. It should be noted, however,
that Chomsky and Halle (1968, p. 314) describe the Polish softened dental obstruents
with the new feature -|-distributed.



XXVIII 33

specification x high in the environment given (I'use the features pro-
posed in Chomsky and Halle, 1968). If we simplify this rule by omitting
the specifications + anterior, —coronal, we obtain a rule which softens
all stem-final consonants in the stated environment. Since in any event
the grammar of Polish must include rules which spell out the detailed
reflections of softening in dentals, liquids, and velars, it will mean no loss
of economy if we subject all stem-final consonants to rule 4.43 and derive,
for instance tdzie, not as Schenker proposes [id + e/ — 4.43 — [ize],
but rather /id + e/ — 4.43’ — id’ + e — soft dental rules — [ize]. Other
things being equal, such a grammar is more economical by two feature
specifications.

Consider now the environment of rule 4.43: ,...Dbefore vocalic
desinences except the 1 Sg. Pres., 3 PL. Pres., and Present Gerund“. The
desinences in question are -esz, -e, -emy, -ecie, the imperative -6 ~ -ij,
and the participial suffix -eni-. It would be a considerable economy to be
able to formulate this environment simply + vocalic, —consonantal,
-back, i.e. before any front vowel. To effect this simplification we must
impose an order on certain other rules contained in the synchronic gram-
mar of Polish which have yet to be discussed. The problem form is the
1 Sg. Pres., e.g. id¢, which if we phonemicize as /id e/, [id + ¢/, or
/id + ew/1? will be changed by 4.43 to the incorrect *idzi¢. However,
there exist in Polish numerous morpheme alternants such as z¢by ~ 2gb,
rzedy ~ rzqd, ete. which make it clear that a synchronic description of
Polish morphology must contain rules dealing with the distribution of
nasal vowels. One such rule will state that nasal vowels bearing a certain
feature specification (let us indicate it with a macron) will undergo the
change V — p, while nasal vowels not so specified undergo the change
V — ¢18. These rules must be ordered after rule 4.43. We may now phone-
micize id¢ as /id 4 ¢/. Rule 4.43" does not apply since ¢ is not a front
vowel; the second nasal rule next applies, giving ide.

The imperative suffix ¢ ~ -ij remains a vulnerable point in extant
synchronic descriptions of the Polish verb. Schenker derives the impera-
tive dé from [id - ¢/ via rule 4.43. Rule 4.43 softens the stem consonant
because -¢ is a vocalic suffix by Schenker’s definition: ,,Desinences which
begin with a vowel, or with a zero suffix in alternation with a suffix
beginning with a vowel (cf. 3.22) 19, are called vocalic® 2. It is a feature
of earlier synchronic studies of the Polish verb that the rules invol-

17 Schenker (1954), p. 473, describes the 1 Sg. Pres. ending as ,-e¢ (-ew, in
slow speech)“.

18 These rules are discussed in Gladney (1968a).

1 Section 3.22 states: ,The Imperative suffix has two alternants: -ij (...), -8%.

% Schenker (1954), p. 470.
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ving o have been marred by a certain ad hoc character 2. I propose to
remedy this shortcoming by breaking up the description of the imperative
suffix into two ordered rules: Firgt, -¢ is the imperative suffix which is
posited for all verbal stems. The first rule states that the imperative suf-
fix -i acquires a homorganic glide in the environments listed by Schenker,
viz. ,(2) nonsyllabic full-stems; (b) monosyllabic vocalic full-stems;
(¢) full-stems in i, e, when the full-stem final vowel is preceded by CN
except rN; (d) nasal full-stems except those in which the full-stem nen
is preceded by a vowel“ 2. The second rule states that the imperative
suffix -¢ when not followed by a glide is deleted. The second imperative
rule must be ordered after rule 4.43. The derivation of id% is then the
following: [id 4 i — 4.43" —id’ + i — soft dental rules — iz i — 1st
imperative rule — not applicable — 2nd imperative rule — i — devoicing
rules — [i¢].

Our reformulated rule 4.43’, which now bears little resemblance
to the original, states: any segment which is | consonantal receives the
additional specification + high in the environment before a segment
which is 4 vocalie, —consonantal, —back. The rule is of sufficient generality
to account not only for the stem-final consonant of a form like mniesiecie
but for all its consonants; the underlying representation of this form can
thus be /nes 4 e - te/. Although numerous problems are raised by the
generality of 4.43’, the total elimination of softened consonants from the
underlying (lexical) representations of Polish morphemes is an economy
the feasibility of which is well worth investigating .

Returning to the question of *én- and *gn-, we note that the alternant
forms [éin] and [gin] occur in the environment before the imperfectivizing
suffix -aj-. For arriving at a general statement of the -aj imperfectivizing
rule, the following facts are pertinent: za-czn-¢ ~ za-czyn-aj, u-mr-¢ ~
u-mier-aj, wyY-gn-¢ ~ wy-gin-aj, za-mk-ng ~ za-myk-aj, za-miot-¢ ~ 2a-
miat-aj, wréc-¢ ~ wrac-aj, pPo-mog-¢ ~ po-mag-aj, ete. Since the final
phonetic result of aj- imperfectivization is so varied, the only generaliza-
tion which can be achieved is the subrule which all these verbal roots can
be said to undergo in common. Let us posit a feature specification (sym-
bolized by means of a macron) which is added to the vowel of the preceding
morpheme by the rule of aj-imperfectivization. There must then be sub-
sequent rules which will interpret this feature as the environment for the
change of o to a and for a change to ¢, ¢, or y in the case of other root

2 Cf. Honowska (1968), p. 136 fn., and Schenker (1966), p. 227. The discus-
gion is continued in Gladney (1968b), pp. 225—6.

2 Schenker (1954), p. 474.

¥ For a brief discussion see Gladney (1968a), pp. 112—3.
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morphemes. Since the rule of aj-imperfectivization requires a vowel in
the preceding morpheme, let us posit vowels in the underlying forms of
-mr- and -mk-. The vowel in -mr- (but not that in -mk-) must be —back
for purposes of rule 4.43', so let us posit ¢ for -mr- and @ for -mk-. The
presence of the vowels % and % in the underlying representation will of
course necessitate rules deleting these vowels, in the event that other
rules such as aj-imperfectivization have not changed their feature speci-
fications. We now have the rules required for deriving all the forms sharing
the root of cigé from a single underlying representation of that root,
/tin). The stem -cinaj- will be derived as follows: /tin + aj/ — aj- imper-
fectivization - tin 4 aj - 4.43" — t'In + aj —'soft dental rules ) [éinaj].
For tne¢ the derivation is the following: /tin + ¢/ +4.43" > t'in 4 ¢ - de-
letion of %, % - t'n + ¢ - assimilation of dentals +tn + ¢ - 2nd nasal
rule > [tng]. For ciqé it is as follows: /tin -+ ti/ + 4.43" - t/in + t'i - na-
sal vowel rules?2 — t'on 4 t'i — soft dental rules — éon - él 4 other
rules — [éonic]. :

Not all of the rules mentioned here are shown by these examples to
be crucially ordered with respect to each other, e.g. aj-imperfectivization
and 4.43’. However, consideration of a larger number of examples may
reveal the necessity of a rule which must be ordered after aj-imperfectiviza-
tion but before 4.43’, thus proving that these two rules must be ordered
as shown above.

Consider now the derivation of -ginaj-. The underlying representation
of this root cannot be /gin/, because rule 4.43’ would soften the g so as
to produce eventually *-Zynaj-. The root of -ginaj- and gne must be [gin/ .
The result of aj-imperfectivization (and other rules) for this root is -gyn-,
which by other rules of quite general application in Polish goes to [gin].
Since the softening of ¢ to ¢ is accounted for by rule, there will be no ¢ in
underlying representations, and *¢n- will not be the underlying representa-
tion of the stem of giqé. We are thus unable within the scope of the gram-
mar sketched so far to account for the initial soft consonant of gigé.

The reader has no doubt already noticed that all of the rules contained
in the synchronic description of Polish being suggested here have their
counterparts in the diachrony of Polish. For this reason the discussion
of czyta and czytaj can be brief. The imperative suffix is discussed above.
As for ezyta, the present analysis differs from preceding analyses in positing

2 These rules are discussed in Schenker (1954), paragraphs 2.36 and 4.61, and
in Gladney (1968a).

* This root was created by the displacement of imperfective forms in -gibaé by
forms in -ginaé and the resultant shift of morpheme boundary from before the n in forms
like gne, gniesz, ete. to after it.

3%
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the thematic vowel -e- also for the present tense of A-conjugation verbs 8.
The underlying representation of czyta is approximately /kit + aj -+ e/.
The vowel-contraction rules which this synchronic description of Polish
implies will be familiar to the reader in their diachronic form.

Numerous problems remain. If the synchronic grammar of Polish
is to ineclude rules for vowel contraction, it will have to deal with such
problems as for example the fact that mojg has the alternant meq while
stojq does not admit the alternant *stq, and wmie¢ has the 3 Sg. Pres.
umie but szumieé has szumieje, ete., ete. An elegant synchronic solution
to these anomalies may suggest the historical development, and diachronic
answers may point the way to synchronie solutions. The two independent
areas of research stand to learn much from one another.

Honowska is satisfied that the change of *woziq to woiq can be
described as the change of woé- to woz-, and goes on to twit the authors
of synchronic descriptions for their failure to account for the mysterious
forms pleceni and zawiedzeni 2. Her discussion of these points, however,
remains unconvincing for the reason that she has not based her perfor-
mance-model (,neurological®) explanations on a sound understanding
of the synchronic facts. The change from ¢ to ¢ and # to z seen in the passive
participles zawiedzeni and pleceni might well be adequately described as
a simple dispalatalization of palatal obstruent stops via regressive dissimi-
lation. But the change in the 3 P1. Pres. of I-conjugation verbs with stems
ending in an obstruent is considerably ,deeper“, for it entails not only
6 —cand § — 7 but also § -~ §, § =4, §¢ — §6, and 4 — 3. To describe
such divergent phonetic output we must separate the shared rule which
takes place in a single environment from the later rules which account
for the surface phonetic form. The rule which all I-conjugation verbs share
in the 1 Sg. and 3 PL. is the rule of j-softening. The rule which must precede
j-softening is the rule which derives the j from the thematic vowel 4,
e.g. vz + ¢ + 9 > woz + § + ¢ (i.e. woze¢). The environment for the latter
rule is a following vocalic person/number desinence, hence the 1 Sg. and
3 Pl. desinences as opposed to -sz, -, -my, -cie. The change of *woziq
to wozq is thus seen to be an underlying change in the 3 Pl. form from
a consonantal ending to a vocalic ending 2. "

2% Schenker (1954), p. 473, posits the present tense suftix alternants -a, -i, -e.
Gladney (1963), p. 57, posits -9, -4, -e. The present ana,lysns was proposed by Light-
ner (1963), pp. 221, 232. ;

? Honowska (1968), p. 135.

® Lightner (1963), p. 233.
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MARIAN ADAMUS
Contribution a la phonologie

1. Incodation et décodation. On peut étudier la langue au mo-
ment de la formation de I’énonciation (incodation) ou bien pendant
Panalyse de I’énonciation fixée (décodation). La décodation consiste dans
la décomposition d'une proposition en éléments de plus en plus petits.
Dans D’histoire des études linguistiques on peut observer toutes sortes
d’erreurs causées par le fait qu’on n’étudiait pas I’énonciation telle quelle
mais sa forme écrite. I’étude qui consiste dans la confrontation du texte
écrit avec I’énonciation n’est possible qu’au moment ou I’on écrit sur
la langue. Si’auteur d’une source commet une faute il est presque impossible
de dire, méme apres plusieurs années, en quoi elle consiste; ceci devient
beaucoup plus compliqué §’il y a une distance d’un ou de quelques siécles.

Il suffit de dire que la fonction communicative est remplie non seule-
ment par le timbre de la voix mais aussi par sa force, sa mélodie et sa
modulation. Chacun de ces éléments est fixé seulement partiellement ou
meéme pas du tout, comme dans le cas de la modulation de la voix. Jusqu’a
présent, les études avaient un caractére de décodation et, pour les périodes
pour lesquelles on ne- disposait pas d’enregistrement sur bande magnéti-
que, un caractere de reconstruction (de la forme). Sans le dire explicitement,
on identifiait le texte écrit avec ’énonciation. Aprés 'apparition du travail
de J. Grimm Deutsche Grammatik on avait beau reprocher a l'auteur de
ne pas faire la distinction entre la lettre et le caractére, la plupart des
auteurs n’en tirérent pas de conclusions pratiques. Par exemple le mot
russe oxuo [dknyd| peut étre divisé du point de vue de la prononciation
en éléments: & + & +n + w + d, et du point de vue du texte écrit en:
0 + k + n + o. Les phonéticiens et les phonologues russes se laissent
influencer par I’écriture et distinguent dans le mot d@knud seulement quatre
phoneémes, c’est-a-dire: ¢ - &k + n -+ 6.

2. Synchronie et diachronie. Cette opposition est due & F. de
Saussure; I’analyse approfondie de ce probléeme g été faite par E. Coseriu
(Sincronia, diacronia et historia, Montevideo 1958). Les études synchroni-
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ques et diachroniques constituent deux genres des études exoscopiques.
I’essence méme de I’analyse synchronique est ’établissement de la fonction
de I’élément étudié en comparaison avec d’autres éléments de la langue
donnée. L’analyse diachronique postule, par contre, la comparaison de
deux éléments en corrélation, séparés par une plus ou moins grande di-
stance de temps. L’établissement de la situation phonologique de (h) en
allemand moderne appartient aux études synchroniques; la constatation
de différences entre la distribution actuelle de (h) et celle du XV siécle,
cf. rauchen : rauhen (rauhen) se situe dans le domaine des études diachroni-
ques. Il g’ensguit de la définition de la ,synchronie“ que ce terme ne peut
pas étre pris a la lettre. Il ne faut pas penser qu’il §’agit exclusivement de
ce que les éléments étudiés proviennent de différentes périodes puisque
le postulat principal des études synchroniques est I’analyse de 1’élément
amputé (isolé) non considéré séparément mais en comparaison avec
d’autres éléments du méme systeme.

3. Diachronie et histoire. Avant d’appliquer aux études lin-
guistiques les termes ,historique* et ,diachronique® il faut établir leurs
significations. La premiére signification du terme ,historique® est ,non
contemporain® c¢’est-a-dire antérieur. La deuxiéme signification de ce
mot est la notion ,archaique®. Malgré les apparences les termes ,histori-
que“ et ,diachronique® ne sont pas identigues méme du point de vue de
la signification ,antérieur” car 1’étude diachronique n’exclut pas la suité
et en plus tient compte des formes contemporaines.

4. Le sujet des études de la linguistique synchronique.
Les signes linguistiques sont des phénoménes hétérogénes dans ce sens
qu’ils se composent d’une forme déterminée (la substance phonique et
sa construction grammaticale) et d’une valeur déterminée (sémantique).
Le devoir fondamental de chague discipline indépendante est la détermina-
tion de I'objet de ses études. En ce qui concerne la langue, il faut établir
une limite du c6té de la forme aussi bien que de celui de la signification.
Toute la forme du signe linguistique est contenue dans les ondes sonores.
En dehors de ’énonciation se trouvent: le sujet parlant (les articulations
des lettres et la clé d’incodation y comprises) ainsi que le récepteur (avec
la méme clé de décodation). Le résultat d’une telle conception est le fait
que leg articulations n’entrent comme éléments constitutifs ni dans les
lettres ni dans les phonémes. Les linguistes se voient donc obligés de
créer une terminologie adéquate concernant uniquement la substance
phonique. La définition de I’objet des études linguistiques a une grande
importance car les linguistes, et parmi eux les structuralistes aussi, con-
tinuent & définir les lettres et les phonémes tout en y englobant les traits
qui se situent au dehors d’eux. L’introduction de telles notions comme

traits acoustiques et auditifs des lettres ne fait que eompliquer le probléme.
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Les moindres unités communicatives de la langue, c¢’est-a-dire les phoneé-
mes (les moindres unités diacritiques de la langue) se composent unique-
ment de la substance. Les moindres unités sémantiques de la langue (les
morphémes) et leurs constructions, y compris la phrase, se composent de
la substance et de son ordre. La substance et son ordre sont les traits
communicatifs, cf. en francais: mal/lame, en polonais kos/sok.

6. Articulations muettes. Une observation stricte de la défini-
tion intérieure de la langue force & exclure les articulations de méme que
toutes sortes de pauses. Nous appelons pause non seulement une inter-
ruption provoquée par 1’absence de l’articulation mais aussi les articula-
tions muettes. §’il s’agit du manque d’articulation en général, il faut en
distinguer deux sortes a savoir, les pauses inévitables, ¢’est-a-dire extor-
quées absolument par le contexte et les pauses produites & dessein. A ces
premiéres donne naissance la transition articulatoire d’une lettre & Pautre.
La plus longue pause inévitable de ce genre-la a lieu pendant le passage
d’une voyelle & une consonne explosive, par exemple a + % (¢, ¢, d, b ete.);
elle est caractéristique pour chaque langue et on sait bien qu’elle ne
fonctionne pas comme pause communicative. La pause produite & des-
sein est absolument différente, et elle a un réle communicatif. cf. en
polonais pa! nie (pa-ne) +# panie (pasie). Ces deux sortes de pauses étaient
connues de la lingnistique et ne constituent rien de nouveau dans nos
considérations. Si nous en parlons, ce n’est que pour présenter tout le
probléme qu’est la pause. Les articulations, dont nous nous sommes déja
occupé, constituent aussi un probléme. Ce phénomeéne consiste en ceci
que le sujet parlant exécute seulement certains mouvements articulateires.
Ces mouvements ne produisent aucun son audible, cf. it. oggi (0-37),
ditto (di-to), angl. empty (em-ti), russe npasdnux (praz-nik). Les langues
ou il y a de nombreux groupes de consonnes explosives et d’autres combi-
naisons de consonnes déterminées abondent en articulations muettes.
A ces langues appartiennent, entre autres, 'italien, l’islandais, le férois
et Panglais. Cf. Articulations muettes et la phonologie exacte, Bulletin phono-
graphique IX, 1968, Poznanskie Towarzystwo Przyjaciét Nauk, p. 97—103.

7. Phonologie et distribution. Beaucoup de linguistes ne ces-
sent de considérer la distribution comme un critére décisif pour ’établis-
sement des phonemes d’une langue donnée. Selon nous la distribution
est un trait dérivé de la substance et nous ne pouvons 1’établir qu’apres.
avoir dressé l'inventaire des phonemes. En plus, comme nous venons de
le dire, la distribution ne se situe pas dans le domaine de la phonologie
mais dans celui de la morphémique.

Ce qui peut inquiéter, ¢’est le nombre croissant des régles méthodologi-
ques dont on se sert pour établir les phonémes particuliers (v. W. Merlin-
gen, Uber Ein- und Zweiphonemigkeit, ZfPh. XIII, 1960). Les auteurs
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proposent d’établir les phonémes de chaque langue en partant de différents
criteres. Il arrive, que méme chaque phonéme d’une langue donnée est
établi d’une autre maniére. A cette occasion les faits concernant une lan-
gue sont rapportés & une autre.

8. Phonéme et kenéme. L. Hjelmslev (Omkring sprogteoriens
grundlaeggelse, Copenhague 1943) dit que le devoir de chaque linguiste
-est de définir les phonémes non pas & la base de la substance mais en
partant de I’ensemble des fonctions de la lettre dans la syllabe. Si nous
voulions accepter ce principe, il faudrait recevoir du non-linguiste toutes
les lettres offertes par lui, ce qui ne peut pas étre admis. La fonction de la
lettre (la relation déterminée) est un phénoméne secondaire par rapport
a sa substance; la preuve en est le fait que la fonction existe seulement
1& ou existe la substance. Selon nous le devoir du linguiste est d’établir
d’abord les traits constitutifs de la forme du signe (signans, le signifiant)
et ensuite les différentes fonctions de cette forme.

9. Les principes de la décodation phonologique. Pour établir
les traits constitutifs des phonemes il faut aveir & sa disposition des eri-
téres permettant d’isoler les traits qualitatifs des lettres. En ce qui con-
cerne la classification il faut remarquer d’abord que du coté de la réalité
qui nous entoure il n’y a pas deux objets absolument différents ni abso-
lument identiques. Autour de nous il y a exclusivement des objets sem-
‘blables. La ressemblance est due au fait que deux objets choisis & volonté
ont en méme temps certains traits communs et différents. On se trouve
en face d’une autre situation lorsque deux ou plusieurs objets manifestent
~ des traits qui ne sont communs qu’a eux. Nous allons appeler ces traits
mcaractéristiques® (représentatifs). Les objets manifestant des traits
caractéristiques communs forment une clagse (un type). Pour les objets
distingués qui ne possédent pas de traits caractéristiques nous réservons
le terme ,le groupe“. Cette présentation nous permet de formuler le pre-
mier critére de classification applicable aussi pour un phonologue:

le critére A: pour englober les lettres dans la méme classe il faut con-
stater chez elles Dewistence au moins d’un trait caractéristique.

Nous mettons ce critérium a la premiere place car il a un caractére
universel: il se rapporte non seulement & n’importe quelle langue mais
aussi aux autres éléments de la réalité choisis 4 volonté. Aucune regle,
plus ou moins limitée du point de vue de son application, ne peut” étre
-en contradiction avee ce principe.

10. Le critére B: les phénoménes linéaires auxquels appartient
aussi Pénonciation doivent étre segmentés selon le méme principe. Les
linguistes adoptérent le principe de ’alternation (commutation, délimita-
tion) c’est-a-dire celui de la comparaison des textes différents jusqu’au
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moment out 'on arrive aux segments linéairement indivisibles. Ce principe
fut introduit par B. de Courtenay (Proba teorii alternacyj fonetycznych,
Krakéow 1894 (!) traduit en allemand: Versuch einer Theorie phonetischer
Alternationen, Strassbourg 1895). Il est indispensable de déterminer le
commencement et la fin de la lettre, tout en partant du critere B:

pour obtenir des segments qu’on peut comparer il faut continuer Ualter-
namce jusqu’a ce qu’il n’y ait aucun doute qu’on se trouve en face d>un segment
indivisible.

Notons, que I'application des critéeres A et B permet de segmenter,
de classifier et de classer les lettres. Mais ces deux critériums ne suffisent
pas pour établir les phonémes, car nous n’avons aucune indication sur le
degré d’abstraction ol nous devons finir la classification. N. Chomsky
(Linguistic Structures®, 1963, p. 94) est d’un autre avis. Il eroit qu’on
peut se contenter de l’application de ces deux critéres.

Aucun autre critére plus détaillé ne peut empécher d’établir le seg-
ment indivisible de 1’énonciation. La conception de N. Trubetzkoy con-
cernant l’évaluation monophonématique des sons est en contradiction
avec le critére B, c’est pourquoi il faut la rejeter.

11. Le critére C. Le troisiéme critére a un caractére monolinguisti-
que. Il s’agit ici de choisir de telles ondes sonores qui contiennent tous
les morphémes d’une langue donnée. Sa définition est la suivante:

seules les énonciations qui contiennent les morphémes de la méme
langue peuvent étre sujettes & la décodation phonologique.

Ce critérium exige donc une vérification des ondes sonores consi-
dérées du point de vue du domaine morphémique. Ceci permet d’exclure
non seulement les ondes sonores d’une langue étrangére mais aussi les
clappements, les cris, les grognements, le rire et d’autres sons non articulés.

12. Le critére D. Il se rapporte au degré d’abstraction appliquée
a la décodation et on peut le formuler comme suit:

aux traits constitutifs d’um phonéme n’appartiennent que les seuls
traits des lettres qui provoquent par eux-mémes une différenciation de la
forme et de la signification des morphémes.

Il s’agit ici d’un contraste minimal avec lequel est liée une différence
de signification. 8’il n’y a pas au moins un couple de mots de ce genre-la,
les deux types des lettres bien que satisfaisant les autres conditions
(A, B, C) sont seulement des variantes d’'un seul phonéme.

12. I’application simultanée de quatre eritériums. Le
phonologue procede a la décomposition en partant des criteres A, B,
C, D en méme temps. Nous aurons affaire aux deux phonémes seulement
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dans le cas olt nous recevrons une réponse positive a chacune des quatre
questions posées. Citons au moins deux exemples de I’allemand concernant
les sons (h) et (x).

Crit. A | Présence des traits caractéristiques oui
Crit. B Linéairement indivisibles oui
Crit. C Dans les morphémes de la méme langue oui

Crit. D | Différence minimale de la forme et de la signification | non

Cependant le fait qu’ils manifestent des traits caractéristiques prouve
qu’ils sont des variantes d’un seul et méme phonéme.

13. Cotés faibles des méthodes phonologiques. On pour-
rait se demander en quoi consiste I'insuffisance des études faites jusqu’a
présent. S'il g’agit de la segmentation elle est poussée trop loin ecf. en
allemand (¢) = (¢ 4 8), ou bien, ce qui arrive le plus souvent, elle n’est pas
achevée, cf. en anglais (ai) = [ai/. En ce qui concerne les détails v. Sur
la théorie des affriquées, Studia Jezykoznaweze poswiecone St. Rospondowi,
Wroclaw 1967, p. 43—48 et Traitement phonologique des diphthongues de la
langue anglaise, Germanica Wratislaviensia 1959, p. 69—81. En semme
on pousse trop loin la segmentation de certaines affriquées et on ne I’achéve
pas dans le cas des diphtongues, des voyelles et des consonnes longues
ainsi que dans celui de quelques affriquées. Quant & la classification, le
plus souvent on ne tenait pas compte du critére A exigeant la présence
des traits caractéristiques pour classifier deux sons comme variantes
d’un méme phoneme. Ce n’est qu’a la deuxiéme place que se situe le man-
que total de I'application du critére D, soit le manque de conséquence
dans son application. Le plus grand chaos est causé par les auteurs qui
appliquent des principes détaillés contradictoires concernant chaque lettre
ou bien un groupe de lettres.

14. I’accent. Linéairement 1’énonciation se compose uniquement
de la substance et de son ordre. Ceci signifie qu’a la place d’un segment
ne peuvent pas apparaitre simultanément deux éléments somatiques.
Cette constatation semble étre un truisme, cependant elle cesse de létre
dans les travaux consacrés & l’accent qui, conformément a la tradition,
est traité comme une unité diacritique isolée des phonémes (v. G. L. Tra-
ger, The Theory of Accentual Systems, Language, Culture and Personality,
Menasha (Wise.) 1941). En tant que phonéme I’accent est classé dans la
prosodie. On peut justifier un tel procédé par 1’économie de la description,
mais en dépit des faits on ne peut pas le prendre au sérieux. Le couple
de mots allemands: iibersEitzen| Ubersetzen différe par suite de 1’opposition
de i, e normaux & U, F renforcés. De méme (s) différe de (2), cf. reifen/rei-
sem, par un manque de sonorité, mais cela ne prouve pas que (2) soit com-
posé de deux phoneémes: (s) + (la sonorité). La sonorité, tout comme
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Paccent ne se laisse pas isoler linéairement de la lettre. La différence
entre une lettre accentuée et non accentuée d'un coté et une consonne
sonore par rapport & une sourde consiste en ceci que la premiére ne peut
étre constatée qu’a I’aide du contexte, mais c¢’est un autre probléme. En
partant du principe que l’accent ne tombe pas sur le phonéme mais sur
la syllabe, on distingue d’habitude les syllabes accentuées. Le fait est que
la définition elle-méme est fausse puisque l’accent n’est pas un élément
isolé du phonéme, mais-il en fait partie.

Chaque phonéme a une autre aperture. Dans n’importe quelle lan-
gue, (a) est le plus fort et (h), si la langue en a un, est le plus faible. Tel
est I’état de choses lorsqu’il est question de I’aperture normale. On peut
cependant donner au phonéme une aperture rendue artificiellement plus
forte que ne ’est celle qu’on rencontre habituellement, indépendamment
du contexte. Nous distinguons alors un A renforcé et un a normal. En ce
qui concerne les détails v. Phonemtheorie und das deutsche Phoneminventar
(Zur Typologie der germanischen Sprachen), Wroclaw 1967, §§ 59, 80.
G. W. Moulton (Juncture in Moderne Standard German, Readings in Lin-
guistics, Waghington 1957) remarque ce fait mais il n’en tire pas une
conclusion adéquate. La constatation méme ,L’accent tombe sur la syl-
labe“ contient deux erreurs: 1) elle divise artificiellement le phonéme en
deux parties et par conséquent le renforcement devient un élément indé-
pendant, 2) elle attribue au contexte des propriétés qu’il ne posséde pas
si nous ne voulons pas prendre pour un trait indépendant les propriétés
imposées par 1’élément renforcé.

C’est une autre chose si dans une langue donnée les phonémes ren-
foreés différencient les morphemes, les mots, ou bien les groupes de mots.
Par exemple en polonais ils ne peuvent différencier que les groupes de
mots, cf. na wiz # nawdz.

15. La mélodie. De méme que l’accent, la mélodie est classée
exclusivement dans les éléments prosodiques. Le suédois, le norvégien,
le vietnamien, ou bien le chinois sont considérés comme des langues qui

-disposent d’une mélodie dans le domaine phonologique. Le probleme doit
étre pris en considération comme on Pa fait pour 'accent. Si cependant
chaque phonéme mis en relief par un renforcement artificiel peut é&tre
reconnu seulement a l'aide du contexte, quelques phonemes sont recon-
nus sans contexte, cf. X a, # a, ~a. En plus des trois tonalités distin-
guées il exisfe une différenciation qui se laisse distinguer uniquement au
moyen du contexte. Cela a lieu au moment ot nous opposons le phonéme
plus haut, p. ex. /2/, au phonéme. plus bas, p.ex. [q/. Les tonémes re-
connus & l'aide du contexte donnent I'impression que ,la mélodie tombe
sur la syllabe, sur le morphéme, sur le mot ete.“. Cette définition contient
elle aussi deux erreurs: 1) on sépare dans les phonémes la mélodie du
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timbre et on les traite comme deux unités diacritiques, 2) on attribue
au contexte une fonction linguistique (diacritique) qu’il ne posséde pas.
Certaines langues comme le chinois, profitent des tonemes pour diffé-
rencier-les morphémes, ¢f. shi avec quatre i différents provoquant des
différences sémantiques, d’autres, comme le suédois le font pour les mots,
d’antres enfin pour les unités sémantiques plus complexes, c’est-a-dire
pour les parties de la proposition ou méme pour la phrase.

16. Les phonémes violemment commencés et violemment
coupés. Les langues profitent aussi bien des phonémes nermaux que des
phonémes violemment interrompus et commencés. Citons 1’énonciation
en danois: sand (san?) ‘le sable’ = san “vrai’. Les phonéticiens prennent
le coup de glotte pour un phonéme. Comme 1’énonciation est 1’objet des
études phonologiques, on ne peut pas prendre le coup de glotte (= un
trait articulatoire) pour un trait constitutif de la lettre (et du phoneme).
Un phonéme violemment commencé ou violemment coupé prend nais-
sance par suite d’une ouverture ou d'un coup de glotte violents. Certaines
langues profitent des phonémes de ce genre pour contraster les morphémes,
cf. le stod danois, d’autres uniquement pour en former des allologues,
cf. en polonais kiji/kiji ~ ki%?i/, en francais pays # paye qui présentent
deux allomorphes: [peji ~ pe?i/ et non (pei) comme le dit le Dictionnaire
duw framgais contemporain, Paris 1966. La transcription donnée par
M. Grammont (Traité pratique de prowonciation frangaise, Paris 1926,
p. 46) est plus correcte. Nous n’allons pas nous servir du signe (?) employé
dans la transcription danoise ear il suggeére l’existence d’un phonéme
isolé, ce qui est erroné. Le morphéme danois (san?) se compose de trois
phonémes et non de quatre comme le suggére la transcription.

17. I’abstraction. Définissons les notions suivantes: 1) I’abstrac-
tion, 2) la profondeur de labstraction, 3) le phénoméne abstrait. Nous
entendons par abstraction phonologique seulement la séparation des traits
dans les lettres et leur classification en traits relevants et non relevants.
Cette séparation est plus ou moins poussée mais il n’y a pas de phonémes
sans substance phonique. Ce sont les variantes de morphémes qui élimi-
nent les phonémes, cf. en francais diw (dis ~ diz ~ di). Le phonéme
con¢gu comme un phénomene abstrait cause le plus grand nombre de
malentendus. Cela est causé par le fait qu’on entend par phénomeéne
abstrait un phénoméne absolument privé de substance tandis que dans
la linguistique le phonéme est congcu comme un phénomeéne asomatique,
cf. le keneme de L. Hjelmslev. Pour nous le phonéme est un phénomeéne
abstrait dans un autre sens & savoir: il est un élément somatique privé
seulement de traits non pertinents pour la langue. Cette distinction est
faite non seulement par un linguiste, mais aussi par chaque décodateur
qui réconnait le morphéme & l’aide des phonémes.
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18. La morphophonémique. Bien que considérés jusqu’a présent
comme morphologiques, tous les probléemes liés avec la syntaxe des pho-
nemes et avec leur fréquence sont des problémes morphémiques c’est-
a-dire qu’ils appartiennent & cette partie de la morphémique qui s’occupe
de la forme des morphémes. Les morphémes ont aussi leurs variantes
stipulées par la différence entre les lettres dépassant les limites des pho-
nemes. Nous appelons de telles variantes des allomorphes phonologiques
et nous les opposons aux allomorphes phonétiques, cf. Dekodacja fonolo-
-gicena (Sur la décodation phonologique), Germanica Wratislaviensia 1966.
Les différences entre ces derniéres ne dépassent pas les limites des pho-
. nemes et consistent exclusivement dans une différenciation des phonémes.
en allophones.
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WITOLD TASZYCKI

Nazwy miejscowe typu Konojady, Rakojady, Zabojady

Zaliczylem w swoim czasie nazwy miejscowe wymienionego w tytule
typu do nazw etnicznych, widzac w nich formacje toponimiczne ,bedace
z pochodzenia nazwami gromady ludzkiej, urobionymi od nazwy charak-
terystycznego dla niej pozywienia‘* 1. Przeciw takiemu postawieniu sprawy
wystapili najpierw S. Rospond 2, p6ézniej o wiele silniej H. Gérnowiez 3.
Pierwszy z nich jest sklonny dopatrywaé sie w nazwach wyszczego6lnio-
nych oraz im podobnych juz to nazw etnicznych, juz to rodowych. Zda-
niem drugiego naleza one wylacznie do rodowych (odprzezwiskowych).

Nawigzujac do zaproponowanej kiedy§ przeze mnie znaczeniowej
klasyfikacji stowianskich nazw miejscowych, stwierdza Gornowicz, co na-
stepuje (op. cit., s. 19):

Jedyna semantyczng niekonsekwencja klasyfikacji W. Taszyckiego jest
zaliczenie nazw na -jady do etnicznych . Autor uwazal bowiem, ze sg to etymo-
logiczne nazwy gromad ludzkich, urobione od nazw charakterystycznego pozy-
wienia. Jak juz zaznaczono przy omawianiu prac Kozierowskiego, trudno uwazaé
muchy ¢, zaby %, §cierwo ¢itp. za charakterystyczne pozywienie. Mozna tu dodaé
wiecej przykladow. Sa jeszeze brus. Sarkojady SG X 315 z dawnego Siarkajedy *
(obeenie teren Litewskiej SRR), a przeciez siarka jest trucizna. W Rosji 83 w obec-

1 'W. Taszycki, Stowianskie nazwy miejscowe (Ustalenie podziatu), Krakéw 1946,
przedruk: Rozprawy i studia polowistycsne, I, Wroctaw — Krakéw 1958, s. 245.

2 §. Rospond, Klasyfikacja strulturalno-gramatyczna stowiariskich mazw geogra-
ficanych, Prace Wroclawskiego Tow. Nauk., seria A, nr 58, Wrocltaw 1957, s. 22.

3 H. Gérnowicz, Studia nad rodowymi naswami miejscowymi w jezykw polskim,
Gdanskie Tow. Nauk., Wydz. I Nauk Spolecznych i Humanistycznych, seria mono-
grafii, nr 28, Gdansk 1968, s. 19.

¢ Por. n. m. Muchojady (uw. W.T.).

5 Por. n. m. Zabojady (aw. W.T.).

¢ Por. n. m. czes. Mrchojedy : mrcha ‘padlina, écierwo’ (uw. W.T.).

7" Pomyst powigzania bialoruskiej, jak utrzymuje Goérnowicz, nazwy miejse.
Sarkojady (!) z siarke wynikl stad, ze w dialektach kaszubskich i polskich sasiednich
siarka brzmi sarke. Czyz jednak mozna przenosié wlasciwodé typowo kaszubska (§, 4,
é, § =s,2,¢, ) na grunt bialoruski i dalsze stad wyciagnaé wnioski? OdpowiedZ jasna.
Do formy sarke por. co najmniej K. Nitscha, Dialekty polskie Prus zachodwich, Mat.
i Prace Kom. Jezyk. III, 1907, s. 278 (uw. W.T.).
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nym okregu kirowskim Bogojedy Vas® I 428 itp. Stad w mojej monografii nazw
rodowych zaliczam nazwy na -jady do odprzezwiskowych na réwni z innymi for-
macjami typu nomen -}- postverbativam, jak np. pol. Kozolupy, cz. Kotopeky,
sthuz. *Skorolupy, brus. Muchawaloki, ukr. Kobylowoloky, ros. Swietlozory, sch.
Macavare itp. 52

81 Tbid., 8. 264 (= W. Taszycki, Slowianskie nacwy miejscowe. Ustalenie podzialw,
Krakéw 1946; przedruk: Rozprawy i studia polonistycene, t. I. Onomastyka, Wroctaw—
Krakow 1958, s. 228-—262).

62 Na te niekonsekwencje w klasyfikacji W. Taszyckiego pierwszy zwréeil uwage
S. Rospond, Klasyfikacja strukturalno-gramatycsna..., 8. 22.

Dopoki sie nie poznamy z bliska z materialem w gre wechodzacym,
nie zabieram glosu na temat rzekomej niekonsekwencji, jakiej sie mialem
dopufcié, uznajac nazwy miejscowe na -jady za etniezne. Za popelniong
przeze mnie w tej mierze niekonsekwencje ma zdaniem Goérnowicza prze-
mawia¢ nic wspolnego z czynnofcig jedzenia nie majace znaczenie nazw
miejscowych Sarkojady i Bogojedy, nazwy Sarkojady, jak Goérnowicz
utrzymuje, z poprzedniego Siarkajedy dlatego, ze siarki — shusznie —
si¢ nie jada, co sie za§ nazwy Bogojedy tyczy, nie uwaza autor za sto-
sowne w zaden sposéb pogladu swego uzasadnié. Pomija milczeniem strone
znaczeniows rzeczonej nazwy i to ma wystarezyé. Roma locuta, causa
finita. Na szczeScie sg niedowiarkowie. Skoro za§ Goérnowicz nic kon-
kretnego o znaczeniu nazwy Bogojedy nie umie powiedzieé¢, przejdZzmy
w tej chwili nad nig do porzadku dziennego, sprébujmy natomiast przyj-
rzeé sie blizej podanej przezeni etymologii nazwy Sarkojady °. Tym bar-
dziej to pozadane, Ze nie tylko na znaczenie wyrazu rzuca Swiatlo, ale
takze na metode traktowania przynajmniej niektérych zagadnienr ono-
mastyeznych.

Orzekl Gornowicz, ze w pierwszym czlonie nazwy miejscowej Sarko-
jady tkwi rzeczownik siarka, z czego dalsze calofei wyrazu dotyczace wy-
cigga wnioski ogélniejszej natury. Nie wzigl w ogéle pod uwage mozliwosci
innego znaczeniowego rozwigzania nazwy, 0 ktéra nam obecnie idzie.
Wystarczy uprzytomnié sobie geograficzne polozenie w ten sposéb zwanej
miejscowosei (wedlug SG X, s. 315, pow. sejnenski), aby wyrazi¢ przy-
puszczenie, Ze sie w jej nazwie odbija element jezykowy baltycki, a nie
slowianski (biatoruski, jak chce Goérnowicz). Zapytany w tej sprawie
prof. J. Safarewicz odrzucil objagnienie nazwy, jakoby coskolwiek z siarka
miata wsp6lnego, dopuszeza baltyckie (jaéwinskie lub litewskie) pocho-
dzenie jednego i drugiego jej czlonu. Gdyby tak bylo, trzeba by w ogdle
poniechaé¢ my§li o zwigzku nazwy Sarkojady, lit. Sarkajiedy km. (= kaimas)

8 M. Vasmer, Russisches geographisches Namenbuch. I, Wiesbaden 1964

(uw. W.T.).
® Na mapach zdarza sie posta¢ Sarkajedy. Wiadomosé zawdzieczam p. prof. J. Sa-

farewiczowi.
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ze slowiariskimi nazwami miejscowymi, w ktérych drugim czlonie mamy do
czynienia z pierwiastkiem -éd-, a wiec z formacjami typu pol. -jady
(np. Konojady), czes. -jedy (np. Konojedy) itp. W szczegéty nie wchodze,
zywiac nadzieje, ze kiedys$ po przeczytaniu niniejszego artykutu prof. Safa-
rewicz zajmie sie z bliska podejrzana o baltycki rodowéd nazwa i osta-
tecznie wyjasni, czy przypadkiem w pierwszym jej czlonie nie miegel sig
pruski rzeczownik sarke ‘sroka’, czemu w jezyku litewskim $drka odpo-
wiada, czy przymiotnik lit. sdrkanas ‘jaskrawy, czerwony’, czy wreszcie
jesli o czton drugi chodzi, ma on jaka§ lgcznosé z lit. dialektycznym rze-
czownikiem jiédas ‘jazda’ lub podobnie wygladajacym. Forma -jady
zdradza probe objagnienia z nawiazaniem do pol. -jad-aé. Zanim si¢ do-
czekamy tych watpliwosci rozstrzygniecia, zajmijmy sie przedstawieniem
niewatpliwego materiatu stowianskiego, tzn. niewatpliwie stowianskich
nazw miejscowych na -jady, -jedy. )

Oto ich wykaz mozliwie zwiezle w ramach poszczegdlnych jezykoéw
ulozony 1.

I. Nazwy bialoruskie

1. Zukojedy SG 1* 'V (1884), s. 818, w§ w pow. Rzeczyca: tuk “cebula’.

2. Muchojedy SG VI (1885), 8. 791, w§ w pow. Rzeczyca: mucha.

3. Wolkojedy Vas?™? II, s. 153, os. w pow. Drysa: wolk “wilk’. Por.
stpol. Wilkojedzsko (= *VIkojédssko) 1220 KoW 13 II, 222: wilk.

Ze wzgledu na drugi czlon -jedy wymieniam obok bialoruskich nazw
miejscowych Fukojedy, Muchojedy i Wotkojedy jeszeze nazwe Matojedy
Wysokie albo Kozly, w§é w pow. Nowogrédek SG IV (1883), s. 568
(s. v. Hoely). O ile jej czlon pierwszy jest pierwotny, calo§é przedstawia
odmienng formacje, anizeli tamte, i mimo wszystko znaczeniowo sie od
nich rézni. Dlatego tez oddzielnie o niej méwie \por. nizej czes. nazwe
Cernojedy).

II. Nazwy czeskie

1. Hlivojedy 1360 Prof 1* I, 564; 111, 3563—354, w§ w okr. Rakovnik
(Smil 182)15: hliva ‘grzyb’.

1 Nazwy podaje w brzmieniu i na odpowiedzialnoéé zrédla, z ktérego je czerpie,
w zadnym kierunku ich nie poprawiami, ani nie ufciflam pod wzgledem jezykowym.

1t Slownik Geograficeny Krélestwa Polskiego i innych krajow stowianskich, War-
szawa 1880 — 1902, t. [—XV.

2 M. Vasmer, Russisches geographisches Namenbuch, 11, Wiesbaden 1966.

8 8. Kozierowski, Badania nazw topograficenych na obszarze dawnej wschodniej
Wiellopolski, t. 11, Poznan 1928. )

1 A, Profous, Mistni jména v Cechdch. Jejich venik, piwodnt vjenam a smény,
Praha 1947—1960, I—V.

15 Polozenie miejscowosei na terenie Czech oznaczam na podstawie atlagsu V. Smi-
lauera, Atlas mistwich jmen v Cechdch, Praha 1969, I. Uvod, s. 11—13. Uzywam przy
tym skrétu okr. = czes. okres ‘okrag’. Nazwom na -jedy jest poSwiecona mapa 182.

4%
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2. Hiibojedy 1398 Prof I, 683, w§ w okr. Dviir Kralové n. Lab.
(Smil 182): h#fib “grzyb’.

3. Hfibojedy 1407 Prof I, 683, 597, w§ w okr. Litométice (Smil 182).

4. Hubojedy 1372 Protf I, 699, w§ w okr. Sobotka (Smil 182): stezes.
hiiba, nezes. houba ‘grzyb’.

5. Konojedy ok. 1059 Prof II, 301, w§ w okr. Udték (Smil 182):
ks “kow’.

6. Konojedy 1357 Prof II, 301, w§ w okr. Kostelec nad Cernymi
lesy (Smil 182).

7. Kotojedy 1353 C-V 16 190, w§ w okr. Krom&ii#: kot.

8. Kozojedy 1281 Prof II, 352, w§ w okr. Caslav (Smil 182): koza.

9. Kozojedy 1291 Prof II, 352, w§ w okr. Uhlitské Janovice
(Smil 182).

10. Kozojedy 1316 Prof II, 352, w§ w okr. Louny (Smil 182).

11. Kozojedy 1318 Prof II, 352, w§ w okr. Chrudim (Smil 182).

12. Kozojedy 1350 — ok. 1405 Prof IT, 352, w§ w okr. Kralovice
(Smil 182).

13. Kozojedy 1369 — ok. 1405 Prof II, 352, w§ w okr. Novy BydZov
(Smil 182). ;

14. Kozojedy 1384 — ok. 1405 Prof IT, 352, w§ w okr. Kostelec nad
Cernymi lesy (Smil 182).

15. Kozojedy 1895 Prof II, 352, w§ w okr. Zbiroh (Smil 182).

Z nazwsg miejscowa Kozojedy laczy sie najécilej jej zdrobniaka forma
Kozojidky, dwukrotnie na gruncie czeskim wystepujaca. Jedna z nich lezy
w okr. Novy BydZov 1386 Prof IT, 352 (Smil 182), druga w okr. Hodonin,
bez dokumentacji G-V 190.

16, Kurojedy 1177 Prof IT, 453, w§ w okr. P¥imda (Smil 182): kura.

17. Lubojedy 1368 Prof II, 686, las (dawniej wie§?) w okr. Rokycany
(Smil 182): lub ‘kora drzewna’. Por. pol.: Pierwsza skéra na drzewiech
a gruba, tubem zwana, P. Krescencjusz, Ksiggi o gospodarstwie, Krakow
1549, s. 54 (Linde).

18. Mdslojedy 1241 Prof IIT, 35, w§ w okr. Jaroméi (Smil 182):
mdslo “masio’.

19. Mlékojedy 1235 Prof EII, 104, w§ w okr. Lovosice (Smil 182):
mléko ‘mleko’.

20. Mrchojedy 1316 Prof III, 145, w§ w okr. Uhlifské Janovice
(Smil 182): mrcha “padlina, §cierwo’.

21. Mrchojedy, dzi§ Mrkvojedy 1316 Prof III, 147, w§ w okr. So-
botka (Smil 182). Obecng postaé nazwa przybrata w w. XVII, por. mrkev
‘marchew’.

1 F. Cerny a P. V4 8a, Moravskd jména mistni, Brno 1907.
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22. Mrchojedy 1350 Prof IIT, 145, w§ w okr. Habry (Smil 182).

23. Mrchojedy 1411 Prof 145, w§ w okr. Kutnd Hora (Smil 182).

24. Mrchojedy 1539 Prof 146, w§ w okr. Domazlice (Smil 182).

25. Mrkvojedy, zob. wyzej Mrchojedy (21).

26. Srnojedy 1410 Prof IV, 154, w§ w okr. Pardubice (Smil 182):
srna ‘sarna’.

Osobno wymieniam czeska n. miejsc. Cernojedy 1229 Prof I, 293,
sves klaitera opatovického“. Smilauer w swoim atlasie w ogéle te nazwe
pomija. Jedyny jej zapis historyczny nie pozwala nic blizszego na jej
temat powiedzie¢ zwlaszcza pod wzgledem znaczeniowym. Jezeli czion
pierwszy tej nazwy jest przymiotnikowego pochodzenia, calo§é nie tu na-
lezy (por. wyzej blr. nazwe Matojedy).

ITI. Nazwy tuzyckie
1. Rakojdy = *Rakojédy, w§ w pow. Drezno ¥7: rak.

IV. Nazwy polskie

1. Konojady, niem. Gr. Konojad 1417 SG IV, 346, w§ w pow. Brod-
nica; — Konojadki, niem. K1. Konojad 1417 SG IV, 346, w§ w pow. Brod-
nica: ko.

2. Rakojady 1392 KoP *® TI, 125, os. w pow. Wagrowiec: rak.

3. Rybojady 1394 KoP II, 160, w§ w pow. Miedzyrzecz: ryba.

4. Rybojady, jez. w pow. Miedzyrzee SG X, 66.

5. Zabojady, w§ w pow. Goldap 1879 Ketrz®, s. 146; 1895 Zabo-
Jedy (!) SG IV, s. 719; Zabojady Spis miejscowosci Pol. Rzeczyposp. Lud.,
Warszawa 1967, s. 1368: Zaba.

6. Zabojedy(!) w§ w pow. Stolupiany 1895 SG XIV, s. 719.

V. Nazwy rosyjskie
- 1. Bogojedy Vas I, 1962, s. 428, os. w pow. Nolinsk (gub. Wiatka):(?).

VI. Nazwy ukrainskie

1. Muchojady(!) 1885 SG VI, s. 791, w§ pow. Owrucz: mucha.
2. Swinojady(!) 1890 SG XI, s. 712, wé w pow. Ost(e)r (gub.
Czernihéw): swinja.

17 B. Rachel, Serbsko-némski a némsko-serbski zapis wjesnych a méstskich mjenow
dwuréénych wokrjesow, Budysin 1959.

18 8. Kozierowski, Badanie nasw topograficenych na obszarze dzisiejszej diecezji
poznaiiskiej, I—II, Poznai 1916.

1 W. Ketrzynski, Nazwy miejscowe polskie Prus Zachodwich, Wschodwich i Po-
morza wraz & przezwiskami miemieckimi, Lwéw 1879.
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Zgarngwszy razem nazwy miejscowe na -jady, -jedy, wyzej zebrane,
a na pozywienie ludnofci niektérych krajow stowiatiskich (péinocno-
-slowianskich) wskazujgce, pokus§my sie obecnie o ich z grubsza ulozenie
w zalezno§ci od rodzaju pozywienia w gre wchodzgcego. Za podstawe po-
dzialu biore znaczeniowy charakter rzeczownika znajdujacego sie¢ w pierw-
szym czlonie omawianych nazw miejscowych. Co si¢ za§ brzmienia inte-
resujacych nas rzeczownikéw tyczy, ujednolicam je w miare moznoSci
jezykowo i w wiekszosci wypadkéw polskg im nadaje postaé.

Tak wiec mamy do czynienia, po polsku rzecz nazywajac, z naste-
pujacym zasobem przedmiotéw jadalnych w gre wehodzacych 20:

kon (czes. ki, pol.); kot (czes.); koza (czes.); kura (czes.); mucha (blr.,
ukr.); rak (tuz., pol.); ryba (pol.); sarna (czes. srna); $winia (ukr.); wilk
(blr. wolk); 2aba (pol.); mrcha* (czes.) “padlina, Scierwo’;

grzyb (czes. h#ib); hliva* (czes.) ‘grzyb’; hiuba* (czes.) “grzyb’; tuk*
(blr.) “cebula’; marchew (czes. mrkev);

tub (czes. lub) ‘kora drzewna’;

masto (czes. mdslo); mleko (czes. mléko).

Oddzielnie wymieniam nazwy miejscowe badanego typu, ktérych
czton pierwszy nastrecza trudnosei w interpretacji znaczeniowej a zarazem
w objaénieniu jego znaczeniowego stosunku do czlonu -jady, -jedy. Sa to
Bogojedy - (ros.), Cernojedy (czes.), Malojedy (blr.), Sarkojady(!) (bir.).
Strona znaczeniowa nazw Bogojedy i Sarkojedy jest niejasna, a wige
nie nalezy ich wigzaé z ta czy inng grupa znaczeniowa. Wlaczanie ich
do jednej albo drugiej traci nienaukowa dowolnoScia, ktéra zadnych
korzy$ci nie daje. W nazwach Cernojedy i Malojedy mozna by sie¢ do-
patrywaé w pierwszym czlonie przyslowka. Nie stanowiloby w takim razie
trudnosei obja$nienie nazwy Malojedy, jakiezby jednak byle znaczenie
nazwy Cernojedy, nie nmiem sobie wyobrazié. Ot6z z wymienionych wzgle-
déw pozostawiam na uboczu cztery nazwy ostatnio wspomniane i tylko
na niewatpliwych etymologicznie opieram rozwazania na temat ich przy-
naleznoéei juz to — jak twierdze — do grupy etnicznej 2, juz to rodowej,
jak mylnie sa sklonni uwazaé¢ Rospond oraz Goérnowicz. Nie zamierzam

20 Jezeli jezyk polski odpowiedniego wyrazu nie posiada, zatrzymuje dany wyraz
w oryginalnym brzmieniu, przy czym umieszczam po nim gwiazdke. Przy poszezeg6lnych
przykladach uzywam skrétéw dla oznaczenia jezyka, w jakim sie jako pierwszy czlon
odpowiedniej nazwy miejscowej pojawia. Skréty stosuje tego rodzaju: blr. — biatoruski;
cees. — czeski; lué. — huzycki; pol. — polski; ros. — rosyjski; wkr. — ukrainski.

21 Przypominam przy sposobnosci autentyczng ros. nazw¢ etniczng samojed ‘na-
r6d uralski w pélocnowschodniej Rosji i na polnocy Syberii’. Pomimo podobnego
brzmienia zdaje si¢ nie mie¢ genetycznie nic wspélnego z nazwami miejscowymi, ktérymi
si@ zajmujemy. Nie mozna wylaczyé prawdopodobienstwa, ze nazwa ta jest obcego,
laponskiego pochodzenia. Tak M. Vasmer, Russisches elymologisches Worterbuch, II,
Heidelberg 1955.
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polemizowaé z pogladami zwlaszeza Gérnowicza na temat, ezy np. idac
za nim istotnie trudno poczytywaé muchy, zaby, $cierwo itp. za charak-
terystyczne pozywienie. Sadze, Ze przy jakiej takiej znajomosei przedmiotu
weale o to nietrudno. Ale niech za mnie nieetnografa przecie i nieetnologa
moéwig raczej przypadkowo, a niesystematycznie tego stanu rzeczy ze-
brane przyklady.

Siggnijmy na razie po jeden z nich do Powiesci minionych lat, kroniki
staroruskiej z XII w., dawnie] takze kronikg Nestora zwane]j 2. Opisujac
obyeczaje ruskich i nie tylko ruskich plemion, dostarcza kronikarz niekiedy
wiadomoSei dotyczacych takze ich pozywienia. Warto je za nim powto-
rzy¢, ze za$ pod tym wzgledem jego uwage najpierw plemie Drewlan na
siebie fciggnelo, od nich zaczniemy: ,A Drewlanie zZyli na sposéb zwie-
rzecy, po bydleeemu, zabijali jeden drugiego, jedli wszystko nieczyste...
I Radymicze, i Wiatycze, i Siewierzanie jednaki obyczaj mieli: zyli w lesie,
jak wszelki zwierz, jedli wszystko nieczyste® (s. 219). ,,Tak oto i za na-
szych czasow Polowey zachowuja teraz prawa ojeéw swoich: krew prze-
lewaja i chwalg sie tym, jedza padline i wszelkg nieczysto§é — chomiki
i susty...“ (s. 220). :

O jedzeniu rzeczy ,nieczystych® mdéwia rowniez greccy pisarze, jak
np. Metody Patarski (w. III—IV), co za nim powtarza w swojej kronice
ruski autor: , Aleksander, car macedonski, przyszedl do krajéw wschod-
nich do morza, do tak nazywanego Miejsca Slonecznego, i ujrzat tu ludzi
nieczystych z plemienia Jafetowego, i ich nieczysto§¢ widziat: jadali
plugastwa wszelkie, komary i muchy, koty, zmije, i umarlych nie grze-
bali, jedno jedli, i zenskie zronienia, i bydle wszelkie nieczyste...“ (s. 392).

Tyle, krotko sie wyrazajac, Nestor o ,nieczystym* pozywieniu nie-
ktérych plemion ruskich i poza Rusia spotykanych. Przyklady, ktére
przy lepszej znajomogei Zrédet historycznych latwo pomnozyé, co zreszta
nie jest moim celem, wystarczg, aby na ich tle w nazwach miejscowych,
jak pol. Muchojady i Zabojady, czes. Mrchojedy widzieé odbicie charakte-
rystyeznego dla pewnych grup ludzkich pozywienia (por. wyzej s. 49).
W takim za$§ razie nazwy miejscowe typu Konojady, Rakojady, Zabojady
89 nazwami etnicznymi, a nie rodowymi. Czyli nawiazujac do postawio-
nego mi przez H. Gérnowicza zarzutu popeinienia niekonsekwencji przez
zaliczenie nazw na -jady do etnieznych, a nie do rodowych, musze stwier-
dzié, ze zadnej niekonsekwencji tu nie ma. Nazwy te naleza do nazw
miejscowych etnicznych, jak kiedy$ orzeklem. Argumenty majace prze-
mawiaé za ich rodowym charakterem nie przekonujg.

2 Powiesé minionych lat (Powiest’ wriemiennych let). Opracowal F. Sielicki,
Wroctaw 1968.
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W czasie, kiedy ten artykul pisalem, wpadla mi w rece ksiazka 23,
w ktoérej tu i owdzie znajduja sie uwagi o pozywieniu dzisiejszych ple-
mion australijskich. Okazuje sie, ze nie gardza niczym. Jak epowiada
jeden z autochtonéw, ,,w tym czasie zywiliSmy sie gléwnie bulwami yamu,
miesem iguany, wezéw i kanguréw lub korzeniami wodnymi lilii... ja-
dalne kangury i iguany pasty si¢ tu w sasiedztwie nielicznych jadowitych
tajpanéw, setek zmij i mnoéstwa pytonéw, ktére jedli§my na jardy...
ByliSmy... pozeraczami wszystkiego, co zyje, glodnymi eiemnoskérymi
mysliwymi pochlaniajacymi pozywienie, kiedy tylko i gdzie tylko je zna-
lezli§my* (s. 9—10). ,,Mieso ich (tj. pséw) jest, oczywiscie, zupelie smacz-
nym pozywieniem. Wielu ludzi uwaza jedzenie miesa psow za cof od-
razajacego. Nigdy nie umialem pogodzi¢ sobie tego pogladu z ochoczym
spozywaniem przez tych samych ludzi miesa §win, owiec.i woléw. Fakt,
ze jemy glisty, wzbudza w nich odraze, ale jednocze$nie §limaki i zaby
uwazaja za przysmak® (op. cit., 8. 117). ,Zywia sie (tj. czlonkowie ple-
mienia Pintubi) gléwnie szczurami mullah, ktére majg bialo zakoriczone
ogony“ (op. cit., 8. 245).

Doéé ecytatéw. Przytoczone z réznyeh czaséw, kultur i czedei §wiata
pochodzace Swiadcza, ze w nazwach miejscowyeh, ktére stanowig przed-
miot naszych dociekan, znajduja odzwierciedlenie bardzo réznorodne,
nieraz niezwykle §rodki zywnofei, jakimi sie kiedy§ postugiwano. Nic nie
stoi na przeszkodzie, aby w nazwach tych widzieé nazwy miejscowe tzw.
etniczne, a wiec w danym wypadku oznaczajace najpierw mniejszg lub
wigksza gromade ludzksa na podstawie osobliwego jej pozywienia, a do-
piero potem zamieszkaly przez niag kawalek ziemi.

Nazwy miejscowe na -jady, -jedy tworza jednolita znaczeniowo
i formalnie grupe toponimiczng. Ale nie tylko one wskazuja na pozywie-
nie dawnych mieszkaneow tej ezy owej miejscowosci. Zdarzaja sie tez
nazwy miejscowe inaczej od tamtych urobione, na tej samej jednak pod-
stawie oparte i w-zasadzie do tego samego zespolu znaczeniowego wcho-
dzace. Naleza tu najpierw nazwy typu:

I. 1. Konojad 1380 KoP I, s. 325, w§ w pow. Koscian 24: kos;

2. Konojad 1508 KoP I, s. 325, os. nieznana w pow. Oborniki;

2 D. Lockwood, Ja, Australijezyk, Przelozyla Z. Sroczyniska, Warszawa 1969.

% Nazwa miejscowa Konojad réwna sie nazwie osobowej o tym samym brzmieniu,
oznaczajacej czlowieka, ktérego cecha wyrédiniajaca spofréd innych ludzi bylo to, ze
zywil si¢ koning. Zjawisko réwnofci nazwy miejscowej nazwie osobowej w toponoma-
styce polskiej niezbyt czeste, zdarza sie przeciez, jak wynika choéby z artykuln
H. Borka, Nazwy osobowe w funkeji nazw miejscowych na Slgsku (Typ Jedrysek, Ozimek),
Rozprawy Komisji Jezykowej Wroel. Tow. Nauk. V, 1965, s. 149—164. Nazwa miejscowa
Konojad byla rzeczownikiem rodz. mes. w 1. poj., co wynika z wyrazenia: od Konojada...
ku Konojadow: 1580—1583, 8. Kozierowski, Badania nazw topograficenych na obszarze
dawnej zachodniej i érodkowej Wielkopolski, t. I, Poznan 1921, s. 380.
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3. Kurojad, os. nad Wlem w pow. Brodnica KoW % T, s. 219: kura;

z kolei nazwy z przyrostkiem *-js:

II. 1. Turojedz 2 (= *Turojéd-jo) KoW II, 192, os. nieznana w pow.
Xiodz: tur;

2. Zytojedz (= *Zitojéd-js), pézniej Zytojecsko (= *Zitojéd-vsko) 1400
KoP II, 506, dzi§ Zytowiecko, w§ W pow. Gostyn: Zyto. Przy sposobnogei
mozna przypomnieé czes. £itojed ‘zjadacz chleba’ (F. Kott, Ces.-ném. slov.,
1867, t. V);

nastepnie nazwy uksztaltowane przy pomocy przyrostka -ssko:

III. 1. Glinojec(s)ko (= *Glinojéd-vsko) 1403 Zierh 27 175, dzi§ Glino-
jecko, w§ w pow. Ciechan6éw: glina. Nazwa wskazuje, ze i na pémocnym
Mazowszu, w okolicy Ciechanowa ,znajdowaly sie jadalne poklady ziemi,
skladajace si¢ z infusorii z epoki kredowej, podobnie jak w Szweecji w oko-
licy Dregerforsu i w Niemezech w Liineburskiej Puszezy pod Ebsdorfem
(essbares Bergmehl)“ 28,

2. Konojec(s)ko (= *Komojéd-vsko) 1418 KoZ 2 I, 380, dzi§ Komneck,.
w§ w pow. Nieszawa: kon.

3. Kotojec(s)ko (= *Kotojéd-ssko) 1434 KoP 1, 325, dzi§ Kotowiecko,
w§ w pow. Pleszew: Fkot.

4. Rybojec(s)ko (= *Rybojéd-ssko) 1446 KoP II, 160, os. nieznana
w pow. Poznan: ryba.

5. Wilkojec(s)ko (= *VI'kojéd-ssko) 1220 KoW II, 222, dzi§ Wilko-
wiecko, w§ w pow. Klobuck: wilk.

6. Zytojec(s)ko (= *Zitojéd-vsko), przedtem Zytojedz (= *Zitojéd-jb)
1400 KoP II, 506, dzi§ Zytowiecko, w§ w pow. Gostyh: syto. Przy spo-
sobnofci mozna przypomnieé czes. Zitojed ‘zjadacz chleba’ (F. Kott,
Ces-ném. slov., 1867, t. V).

Do polskich nazw miejscowych ostatnio wymienionych dodaé trzeba.
¢o najmniej jeszeze dwie, ktérymi rozporzadzam, biatoruska i rosyjska
z poprzednimi znaczeniowo zwigzane, choé odmiennie urobione, a mia-
nowicie:

% §. Kozierowski, Badania nazw typograficenych na obszarze dawnej wschodwiej
Wielkopolski, t. I—II, Poznan 1926—1928.

% Nazwa miejse. Turojede wskazuje w zasadzie na nazwe osobows *Twuro-
jad = *Turojéds. Ze jednak w nazwie *Twrojad mozna sie dopatrywaé takze nazwy
miejscowej, wynika choéby z uwag pomieszezonych wyzej (s. 26), a nazwie miejse. Ko-
nojad poswieconych.

# K. Zierhoffer, Naewy miejscowe pdlnocnego Mazowsza, Prace Onoma-
styczne PAN, nr 3, Wroclaw 1957.

*® 8. Kozierowski, Badania nazw topograficenych na obszarze dawnej zachodniej:
i $rodkowej Wielkopolski, t. II, Poznafi 1922, s. 591 (s. v. Jadowniks).

#® 8. Kozierowski, Badania... (jak wyzej pod 28), t. I, Poznai 1921.
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Rakojedowszczyzna, w8 w pow. Minsk (gub. Minsk SG IX, 1888,
8. b04): rak.

Wolojedowa, w§ w pow. Krasne (gub. Smolerisk SG XIII, 1893,
8. 890): wdt.

Biorac obecnie pod uwage przedstawiong na drugim planie gromadke
nazw miejscowych, tatwo dostrzee, ze w wigkszoSci wypadkéow te same
sie w nich pojawiaja nazwy przedmiotéw jadalnych, co w grupie z czlo-
nem drugim na -jady, -jedy. Trafiajy sie jednak i inne wezesniej wyli-
czone uzupelniajace: tur (pol.), wél (ros.), Zylo (pol.) — glina (pol.).

Podstawe obu omoéwionych zespoléw toponimicznych (w grupie
pierwszej nazwy miejscowe etniczne, w grupie drugiej pozostale nie-
etniczne) stanowia rzeczowniki zlozone, w ktérych drugim czionie tkwi
pierwiastek -éd-, czemu w jezyku polskim odpowiada forma -jad, w in-
nych slowianskich -jed. My§le, ze teraz warto zebra¢ na jednym miejscu
zlozone rzeczowniki podstawowe w interesujacych nas nazwach miejsco-
wych, tworzac pelny ich zestaw w granicach dostepnych nam mozliwoS$ei.
Przedstawi sie on, jak nastepuje:

1. pol. glinojad, # 13. czes. mrchojed,

2. czes. hlivojed, 14. czes. mrkvojed,

3. czes. hiibojed, 15. bhr. muchojed, ukr. muchojad
4. czes. hubojed, (! zam. muchojid),

5. blr. tukojed, 16. pol. rakojad, tuz. rakojed,

6. pol. konojad, czes. konojed, 17. pol. rybojad,

7. pol. kotojad, czes. kotojed, 18. . ukr. Swinojad (! zam. swynojid),
8. czes. kozojed, 19. pol. turojad,

9. pol. kurojad, czes. kurojed, 20. pol. wilkojad, bir. wolkoyed

10. czes. lubojed, 21. ros. wolojed,

11. czes. mdslojed, 22. pol. Zabojad,

12. czes. mlékojed, 23. pol. zytojad.

Wyliczone wyzej nazwy miejscowe na -jady, -jedy, odznaczaja sie
nienaganng przejrzystoscia zaré6wno od strony formy, jak i znaczenia.
Uzupetnié je mozna i wypada kilku jeszcze takimi, ktérych budowa i zna-
czenie budzi réznorodne watpliwosei. Ze jednak w sklad tych nazw wehodzi
czastka -jady, -jedy, nalezy je jak najbardziej obok tamtych, a raczej po
tamtych wymienié. Oto one: ros. Bogojedy, czes. Cernojedy, bir. Mato-
jedy, bir. Sarkojady(!).

Przejdzmy obecnie do sprawy rozmieszezenia badanych nazw miej-
scowych na gruncie slowianskim. Co sie tej sprawy tyczy, trzeba naj-
pierw zauwazy¢, ze nazwy miejscowe, o ktére chodzi, nie w calej Stowian-
szezyZnie s3 znane i uzywane. Stosunkowo czesto pojawiaja sie w Cze-



XXVIIT 59

chach i Polsce, zdarzaja sie z rzadka na Bialorusi i Ukrainie, co moze
w niejakim stoi zwigzku z polskim terenem jezykowym, jak chyba z cze-
skim jezykiem sie laczy luzycka nazwa miejscowa tegoz typu. Zreszta
wyglada na to, ze nie zna naszych nazw Stowacja *, nastepnie poludniowa
Slowianszezyzna (Jugoslawia 3! i Bulgaria %2), nie ma ich w koncu wia-
¢ciwie na olbrzymim obszarze Rosyjskiej Federacyjnej Socjalistycznej
Republiki Radzieckiej 33, Jedyny znany przyklad rosyjski, mianowicie
przytoczone wyzej (s. 56) Bogojedy wobec tego, ze nazwa znaczeniowo jest
niejasna, znikomg dla nas posiada warto$é. Przejrzane urzedowe spisy
nazw miejscowych uwzgledniaja wszakze tylko wieksze jednostki admi-
nistracyjne. Sytuacja moze przeciez ulec pewnej zmianie, gdy dalsze
w tym zakresie poszukiwania obejmg réwniez drobniejsze obiekty za-
mieszkale. Dopéki sie to nie stanie, trudno snué¢ na ten temat jakiekol-
wiek domysly. Na razie poprzesta¢ musimy na dotychczasowych w danym
zakresie spostrzezeniach.

Jest nazewnictwo — jak wiadomo — naukg przede wszystkim jezyko-
znawezg. Ale obok korzyfei, jakie jezykoznawstwo z nazw geograficznych
i osobowych ciagnie, przynosza one wielekro¢ cenne wiadomosei z zakresu
roznych dyseyplin pozajezykowych . W naszym tu rozpatrywanym wy-
padku odnosi z nich pozytek etnografia czy etnologia zwlaszcza dawnych
czasOw tyczaca, zarazem za§ historia kultury. Niczym innym, jak wilasnie
zagadnieniem z historii kultury jest sprawa odzywiania czlowieka w prze-
sztoSci blizszej lub dalszej. Zajecie sie nim ograniczylo sie do pouczen,
jakich dostarczyl! material toponimiczny w tym artykule zgromadzony
i gléwnie pod wzgledem znaczeniowym zanalizowany, piekny przyklad
wyzyskania nazw miejscowych do réznych badaweczych celéw, takze
w dziedzinie dopiero co wspomnianej, §wiadomie do jednego tylko jej
wycinka ograniczonej. :

Wywody swoje na temat Zrédel onomastycznych stuzgcych do ja-
kiego takiego zorientowania si¢ W pozywieniu przez naszych przodkow
uzywanym oparlem na nazwach miejscowych wyzej przedstawionych,
przede wszystkim za§ tych, ktére w tytule artykulu pomie§cilem, a wige

% Por. Administrativni lexikon obci Republiky Ceskoslovenské 1955, Praha 1955,
Stowacja, 8. 305—384.

31 Imenili mesta w Jugoslaviji... (Stanje novembra 1965), 1965.

32 Spisek na naselenite mesta w NR Balgarija po sssztestwuwasztoto administratiwno
delenije kem 15 januari 1960 godina..., 1960.

# P. P. Semenow, Geograficzesko-stalisticzeskij stowar Rossijskoj Imperii, t. I—V,
Petershurg 1863—1885.

3 Por. W. Taszycki, Stosunek onomastyki do innych nauk humanistycznych, 1963,
przedruk: Rozprawy i studia polowistyczne, 1V, Onomastyka i historia jezyka polskiego,
Wroclaw — Krakéw 1968, s. 7—20.
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typu Konojady, Rakojady, Zabojady %. Nie na tym jednak koniec. Okazuje
sie, ze mnie tylko nazwy miejscowe z elementem -jad-, -jed- w drugim
czlonie shuzg do realizacji jednego z celéw, jakie mu piszac ten artykul
zakreflitem. Gdy uprzytomnié sobie ponadto istnienie w jezyku rosyjskim
nazwiska Gribojedow, rodzi sie podejrzenie, ze i wfrdéd stowianskich na-
zwisk rodzinnych zetknaé si¢ mozna z tworami, ktére jak nazwy miej-
scowe szezegolnie nas obchodzacego rodzaju wzbogacié mogg nasza ciggle
skromng wiedze o odzywianiu si¢ dawnych Slowian. Bo i nazwiska, ktére
nie musza byé przezwiskami, sa niekiedy znakomitym zrédiem histo-
rycznokulturalnym. Mato niestety o tym wiemy z braku odpowiednich
w tym kierunku badan. Przyszlo§é powinna je wydatnie z kazdej strony
pomnozyeé.

Zaliczylem w swoim czasie nazwy miejscowe wymienionego w tytule
typu do nazw etnicznyeh, co napotkalo na sprzeeiw S. Rosponda i H. Gor-
nowicza, 0 czym na poezatku tego artykulu méwitem i do czego nie za-
mierzam juz wracaé. Z rozwazan zhaczeniu nazw miejscowych typu
Konojady, Rakojady, Zabojady po§wieconych wynika, ze ich podstawa
w postaci rzeczownikéw pospolityeh konojad, rakojad, zabojad itd. nie ma
charakteru indywidualnego przezwiska, jest natomiast okrefleniem tak
wlasnie zwanego czlowieka. W obchodzacym nas w tym artykule wy-
padku w gre wchodzi i na pierwszy plan sie wysuwa pozywienie, ja-
kiego uzywal. Nazwy miejscowe na tego rodzaju nazwach osobowych
oparte naleza do gromady nazw miejscowyeh etnicznymi zwanych, a nie
do nazw rodowyeh. Nie popelnilem wiee bledu niekonsekweneji, kiedy
przeprowadzajac przed laty (1946) znaczeniows klasyfikacje stowianskich
nazw miejscowych wilgezylem je do nazw etnicznych, a nie rodowych.
Ponowna ich i szezegélowsza anizeli przedtem analiza znaczeniowa po-
twierdza stuszno$é ich potraktowania w sposéb, jak to kiedy$ uczynilem.

NOMS DE LIEUX DU TYPE KONOJADY, RAKOJADY, ZABOJADY

Résumé

L’analyse sémantique des noms de lieux du titre, ainsi que d’autres semblables,
ameéne & conclure qu’ils constituent un groupe & part parmi les noms de lieux dits ethni-
ques, et non pas de lignée, comme on avait vainement tenté de le prouver. Ainsi donc,
ils occupent dans le classement sémantique des noms de lieux slaves la place que je leur
avais assignée. Partant de cette constatation, j’ai étudié leur géographie. Il s’avére alors

3 Moga istnieé i istnieja nazwy miejscowe do tego samego celu przydatne, ale
inaczej, przynajmniej czeSciowo uksztaltowane, Ze przytocze jeden bodaj przyklad,
tym razem z gruntu slowackiego: Rakol'uby (Admin. lexikon obci Rep. Ceskoslov., 1955,
8. 310). Poszukiwania w tej mierze chyba przyniosa rezultaty nieobojetne dla badacza
przeszloSci w interesujacym go w tym artykule zasiegu.
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que les noms en question apparaissent principalement dans les territoires slaves occiden-
taux (a I'exception du slovaque), bien plus rarement dans ceux de 1’est, et sont inconnus
dans les parties slaves méridionales.

Les noms de lieux que nous étudions ici forment un groupe toponymique sémanti-
quement et formellement homogéne (noms composés). Le fait de les avoir réunis en
un groupe sémantique a permis de tirer des conclusions, non plus purement linguistiques,
mais concernant I'histoire de la civilisation, et tout particulierement un seul phénomene,
a savoir la maniére de se nourrir de 1’ancienne population dans certaines contrées slaves.
Il n’y 1a rien de nouveau, toutefois il est bon de rappeler que ’examen des noms géo-
graphiques, ainsi que des noms de personnes, apporte des données non seulement lin-
guistiques — ce qui nous intéresse au premier point — mais aussi dans le domaine de
bien d’autres humanités. Le présent article en est le meilleur exemple.
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MIECZYSEAW KARAS

Slowianskie nazwy miejscowe i ich klasyfikacje

(Uwagi i propozycje)

Problem klasyfikacji czy tez podzialu nazw wlasnych, szczegélnie
nazw miejscowych ma juz do§é duza historie i weale bogata na ten temat.
literature, przy czym warto od razu podnie§é, ze pierwszymi, ktorzy sie:
podziatem nazw miejscowych zajmowali, byli nie jezykoznawey, lecz histo-
rycy, mianowicie badacze historii najwezesniejszej, czesto okresow zgola.
przedhistoryeznych, wzglednie na tyle dawnych, iz nie dysponujemy dla
tych czaséw dostatecznymi materialami zZrédlowymi, wspolezesnymi prze-
kazami, ktére by nam umozliwily ukazanie dziejéw odpowiednich krajow
i narodéw. Wystarezy tu wskazaé¢ F. Palackiego!, ezy T. Wojciechow-
skiego 2. Zagadnienie to wiele zawdziecza wybitnemu etnografowi stowian-
skiemu K. Moszyriskiemu 3. Zainteresowanie wynikalo oczywiscie z kon-
kretnych potrzeb badaweczych. Wydawalo si¢ bowiem, ze wlasnie nazwy
miejscowe pozwola odstonié¢ procesy ‘vsadnicze, jakie dokonywaly si¢ w po-
szezegélnych ziemiach. Szczegélnie ostro uwidocznito sie to we wspom-
nianej pracy T. Wojciechowskiego, ktéry przyjmowal, ze wyréznione
przez niego typy nazw miejscowych (5 grup) odpowiadajg pieciu rodzajom
pierwotnego osiedlenia Polski. Inna sprawa, ze tego rodzaju przypuszcze-
nie nie doczekato si¢ potwierdzenia w pézniejszych pracach historyeznych,
przeciwnie — spotkalo si¢ z do§é zasadnicza krytyka ¢, niemniej jednak
mamy tu do czynienia z klasyfikacja tworzong dla celéw pozajezykowych,
z podzialem, ktéry mial umozliwié wykorzystanie materialow onomastycz-
nych dla badan nad przeszlodcia. Klasyfikacja w ujeciu Wojciechowskiego

1 Rosbor etymologickyy misinich jmen Eesko-slovenskyjeh, Casopis Ceského Mu-
seum VIII, 1834, s. 404—419.

2 Ohrobacja. Rozbidr starosytnoéei slowiaiskich, cz. I, Krakéow 1873.

3 Kultura ludowa Slowiam, cz. II. Kultura duchowa, z. 2, Krakéw 1939,
8. 15662—1555.

4 Por. F. Bujak, Studia nad osadwictwem Malopolski, Krakéw 1905.
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nie byla celem samym dla siebie, lecz traktowat ja ten uczony jako na-
rzedzie badawecze, jako skuteczny $rodek informacji o dziejach Polski
przedhistoryeznej, jako wazne, wzglednie nawet jako jedyne, a przy tym
bardzo pewne zrédlo wiedzy o osadnictwie i stosunkach ludno$ciowych
wezesnego okresu tworzenia sie panstwa polskiego. Nic tez dziwnego, Ze
mimo niejakich watpliwosci klasyfikacja Wojciechowskiego znalazla po-
wszechne uznanie i z pewnymi modyfikacjami trwa do dnia dzisiejszego.
Jej walory najlepiej podniést W. Taszycki, ktéry pisze, co nastepuje:
yuznajac w peli zalety klasyfikacji Wojciechowskiego, w oparciu o nig
dokonalem szezegélowego ugrupowania slowianskich nazw miejscowych
pod wzgledem znaczeniowym. Nowy podzial, z jakim za chwile wystapie,
bedzie jej rozbudowaniem, a zarazem i udoskonaleniem® . Jest to chyba
ocena szczegolnie wysoka, jesli sobie uprzytomnimy, ze od czasu ukazania
sie historyeznej pracy T. Wojciechowskiego do czasu ukazania si¢ klagy-
fikacji W. Taszyckiego uplynely 73 lata, czyli okres dostatecznie wielki,
by mozna bylo sprawdzié przydatno§é i poprawno§é podzialu Wojcie-
chowskiego.

Historyczne proby klasyfikacji slowianskich nazw miejscowych,
stuzyty, jak wiadomo, okre§lonym celom. Tym tez zapewne ttumaczy sie
swoiste podejécie do materialu toponimicznego, mianowicie w pracach
tych przewaza znaczeniowe traktowanie nazw miejscowych. Pozostaje to
oczywifcie w zwigzku z przypuszczeniem, ze poszezegdlne typy seman-
tyezne tworza réwnoczesnie chronologiczne warstwy stratygraficzne,
z drugiej zas ich rozmieszczenie zr6znicowane jest takze geograficznie. Oba
te aspekty, mianowicie geograficzny i chronologiczny uwypuklaly ten-
dencje rozwojowe w zakresie badan, nazewnictwa miejscowego, a tym
samym pozwalaly na wycigganie wnioskéw historyeznych. Inna rzecz,
iz takie wlagnie podejécie odslanialo proces przechodzenia nomen appella-
tivum do klasy nomen proprium, przy czym, co dziwne, glownym prze-
dmiotem zainteresowania byla tu nie nazwa sama W sobie, lecz wiasnie
proces, stawanie sie. Ale nie tylko to. Wazniejsze jest bez watpienia
poszukiwanie zasady ogéinej dla jednostkowych przemian i proeceséw,
Jjakim podlegaja wlasnie nazwy wlasne.

Szezegélnie jednak uderza w owym semantyczno-historycznym nur-
cie przypisywanie znaczenia nazwom wiasnym, ktére jak wiemy, tym
sie odrézniaja od wyrazéw pospolitych, ze nie maja znaczenia, Ze nie
znacza, lecz wylageznie oznaczaja. Roéznica miedzy most : Most, grad :
Grad polega m. in. na tym, ze grad, most odnosza sie do klas, gdy zas

s W. Taszycki, Slowianiskie nazwy miejscowe (Ustalenie podeiatu), Krakow 1946,
[przedruk :] Studia i rozprawy polonistycene, t.1. Onomastyka, Wroclaw—Kra-
kow 1958, s. 260.
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Most, Grad do indywidudéw, do pojedynczych przedmiotéw 6. Nazwa
wlasna nie ma znaczenia stownikowego 7, stad tez wykazy nazw miejsco-
wych i osobowych nie maja definicji, brak tam choéby synoniméw tak
typowych dla slownictwa apelatywnego. Po drugie znajdujemy tam in-
formacje o formie, nastepnie, i to przede wszystkim, histori¢ danej miej-
scowoSci czy wreszeie osoby, ktéra niegdy$ nosila owa nazwe. Maja na-
tomiast nazwy wlasne znaczenie konkretne, kontekstowe, czyli wlagnie
indywidualne. Z tego tez wlaSnie powodu stanowig peryferie systemu
slownikowego danego jezyka 8. Owa peryferyjno$é czy tez marginalnogé
wynika przede wszystkim z tego, ze nazwy wlasne nie maja znaczenia
w takim rozumieniu slowa, jakie sie powszechnie przyjmuje dla nomina
appellativa. Inna sprawa, ze w pewnym zakresie stanowig one wewnetrz-
nie zorganizowang calo§é, skladajacy sie z elementéw wzajemnie kontrastu-
jacych i miedzy sobg okreSlajgeych sie takze. Owa jednak zaleznosé jest
bez watpienia znacznie luzniejszego charakteru, 6w ,system* jest o wiele
bardziej jeszcze otwarty, niz to wystepuje w obrebie systemu leksykalnego
danego jezyka °.

Jak wigee zaznaczylem, znaczenie nazw wlasnych, mianowicie nazw
miejscowych i nazw osobowych trzeba koniecznie pojmowaé zgola inaczej
niz w odniesieniu do wyrazéw pospolitych. Wracajac do naszego przy-
kladu mozemy stwierdzié, ze opozycja:

most : Most, wzglednie grad : Grad,

wynika przede wszystkim z tego, ze Most i Grad s3 znakami jednostko-
wymi, odnoszacymi sie wylaeznie do konkretnych jednostkowych desygna-
tow. Pelnia one funkeje sygnaléw w jednoklasowym kodzie, przypomi-
najgeym system sygnalizacyjny kolejowy czy okretowy, chociaz trzeba
réwnoczesnie zaznaczyé, ze te ostatnie maja mimo wszystko bardziej
og6lny charakter i ich elementy sa bardzie] abstrakcyjne niz sygnaly
toponimiczno-antroponimiczne. Jednym stowem, przypisywanie znacze-

¢ Por. M. Karag, Uwagi o terminologii onomastycznej. Slawische Namenforschung,
Berlin 1963, 8. 274—282, i tam cytowana literature. Warto tu przypomnieé, iz tak wia-
&nie traktuje nazwy wilasne K. Bithler, Sprachtheorie. Die Darstellungsfunktion der
Sprache, Wiederi 1934.

? Por. J. Kurylowicz, La position linguistique du mom propre, Onomastica II,
1956, 8. 1—14. Dlatego tez powstajace stowniki nazw wlasnych (miejscowych i osobowych)
tylko tradycyjnie nosza taka wlasnie nazwe. Sa to raczej materiaty onomastyczne,
wzglednie etymologiczno-historyczne opracowania (wykazy) uzywanych w danym
jezyku nazw. W gléwnej mierze musimy je traktowaé jako zbiory opracowane w ukladzie
alfabetycznym, co w pewnym stopniu laczy je ze stownikami wyrazéw pospolitych.

8 Por. tez T. Milewski, Jezykoznawstwo, Warszawa 1965, s. 78.

% Por. T. Milewski, loc. cit.
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nia nazwom wlasnym w tradycyjnym tego slowa znaczeniu jest zabie-
giem dos¢ ryzykownym, a w kazdym razie ‘Wymagajaeym szezegblowej
definicji, czego niestety brak jest w dotychczasowych opracowaniach ono-
mastyeznych. Odnosi sie to zaréwno do klasyfikacji realizowanych przez
historykéw (ktérzy zreszta sa twoércami podzialu semantycznego), jak
i przez jezykoznawcow.

Nie wchodzae bowiem w szczegOly pragne jedynie zaznaézyé, 76
pierwsza klasyfikacja jezykoznaweza materiatu onomastycznego podjeta
przez F. Miklosicha 1 oparta byla na kryteriach formalnych. Wydaje sie,
ze takie podejsécie do materialu toponimicznego, choé bardzo moze po-
ciggad i niejako z gory gwarantuje istotne korzy$ei w zakresie uporzadko-
wania materialu, niestety nie zastapi w calej rozciaglosci klasyfikacji zna-
czeniowej. Na podkreflenie zastuguje tu fakt, ze oba kryteria klasyfika-
cyjne podjete zostaly przez jezykoznawcéw, przy czym darmo szukali-
bySmy w owych ujeciach uzasadnienia, jakim celom maja owe klasyfi-
kacje stuzyé. Czy jest to tylko sam zabieg inwentaryzacyjny, czy tez
jedna wzglednie druga klasyfikacja przynosi wyznaczone przez badacza,
czy tez wynikajace z klasyfikacji korzyéci natury jezykoznawczej, czy tez
pozajezykoznawezej, jak to sobie niegdys, moze nieco naiwnie, wyobrazal
Z. Wojciechowski. Zatrzymajmy sie na chwile, by sie odwolaé do odpo-
wiednich tekstow. I tak W. Taszycki stwierdza jednoznacznie, ze _,,bardzo
utrudnia orientacje w zasobie toponomastycznym ktéregokolwiek jezyka
slowianiskiego brak jednolitej powszechnie stosowanej klasyfikaeji® 1.
Czyli cel jest do§é ograniczony. Choé¢ na samym koticu cytowanej pracy
napotykamy na interesujace stwierdzenie, zZywo przypominajace postu-
laty, jakie pod adresem nazw miejscowych wysuwal juz Z. Wojciechowski.
Zamyka bowiem W. Taszycki swoja prace takim oto wnioskiem osta-
tecznym: ,nalezyte uporzadkowanie nazw miejscowyeh pod wzgledem
kwalifikacyjnym ulatwi szczegélowszg niz dotad orientacje (por. tez
wyzej) w ich zasobie, pozwoli w niejednym wypadku dokladniej wniknaé
w ich forme i znaczenie (podkreflenie moje — M. K.). Nie koniec na
tym. Umozliwi ono wreszcie rewizje w réznych miejscach i czasach przez

- historykéw wypowiadanych pogladéw na nazwy miejscowe jako zrodio
historii osadnictwa i ponowne, wszechstronne, rozpatrzenie tej zajmujacej
i waznej sprawy*“ 2.

Zgola inaczej ujmuje to zagadmeme S. Rospond stwierdzajac dosé

1 Die Bildung der Ortsnamen aus Personennamen tm Slavischen, Wieden 1865;
Die Slavischen Ortsnamen aus Appellativen, I—II, Wieded 1872; por. tez. Die Bildung
der slavischen Personennamen, Wieden 1860. Wszystkie te rozprawy obejmuje przedruk
pt. Die Bildung der slavischen Personen- und Ortsnamen, Heidelberg 1927.

AOp ot "8 228.

1% Op. cit.; 8.'268.
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jednoznacznie,; ze ,dlugi czas klasyfikacja nazw miejscowych byla sta-
wiana blednie i raczej z plaszezyzny historyezno-osadniczej a nie lingwi-
stycznej, gramatycznej“ 13, Niestety i tu nie znajdujemy ani stowa na
temat, czemu ma shizyé jakakolwiek klasyfikacja. Nie wystarczy tu
réwniez sad autora, ze , klasyfikacja jest miernikiem prawidtowego rozwoju
danej dyscypliny naukowej“ 4. Owo stwierdzenie jest wbhrew wszystkiemu
nadmiernie XIX+wieczne i zbyt statyczne, by moglo zadowoli¢ wspol-
czesne jezykoznawstwo. To jedno. Po drugie, co zreszta znacznie waz-
niejsze, wszelka klasyfikacja nie moze i nie powinna byé celem samym
dla siebie, lecz przeciwnie, co juz zaznaczylem poprzednio, klasyfikacja
musi byé traktowana z jednej strony jako ewentualne narzedzie badaweze,
z drugiej strony nie powinna byé statyczna i zamknieta.

Inna sprawa, ze wszelkie dotychezasowe podejécia, mimo 1stotnych
réznic miedzy nimi, traktuja nazwy wlasne poprzez wyrazy pospolite,
czyli dokladniej méwi@c w-nazwach wlasnych dopatrujq sie cech wlaei-
wych wyrazom Ppospolitym. Pozostaje to zapewne w zwiazku ze $cista
zalezno§cia nazw wlasnych od wyrazow pospolitych i na odwré6t, co zreszta
jest faktem bezspornym. Niemniej jednak podniesiona poprzednio réznica
semantyczna, $cif§lej mowiac desemantyzacja wyrazéw pospolitych pod-
niesiona do roli §rodka kontrastowania nazwy wilasnej i wyrazu pospolitego
(por. most : Most), istotnie utrudnia przeprowadzenie jednolitej funkejo-
nalnej klasyfikacji nazw wlasnych na plaszezyznie wylacznie opisowej,
z drugiej za§ strony brak specjalnie onomastyeznych cech formalnyeh
utrudnia, a nawet uniemozliwia przeprowadzenie odrebnej onomastycznej
klasyfikacji nazw wlasnych. Wyr6éznione bowiem przez S. Rosponda
trzy podstawowe grupy:

1. nazwy prymarne, tzn. nie derywowane, np. Gdra, Izwor,

2. nazwy sekundarne, tzn. derywowane, np. Dalechdéw, Brusje,

3. nazwy zlozone, composita, np. Nowydwdr, Mahura, Ivana,
83 przecie wladciwe wyrazom pospolitym. Niewiele zatem daja nowego dla
analizy samych nazw. Wyréznione za§ w obrebie tych grup szczegélowe
gromady oparte sa wlagnie i wylgcznie niemal na kryterium znaczeniowym.

Jak widaé, problem Kklasyfikacji stowianskich nazw miejscowych
w dalszym ciggu budzi rozliczne watpliwodei. Dodam jeszeze, ze stoso-
wane w wielu opracowaniach, pierwsza czy druga klasyfikacja, niestety
nie daja oczekiwanych rezultatéw dla wykorzystania nazw miejscowych
dla jakichkolwiek celéw, mianowicie jezykowych czy pozajezykowych.
Szczegdlnie ostro unaocznia sie to przy prébach zastosowania onomastyki,

13 Klasyfikacja strukiuralno-gramatyczna stowiariskich masw geograficznych, Wro-
claw 1957, s. 13.
- Op. oitl., 8. 13.
5%
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czy tez jej wynikow badawezych dla wyjasnienia ewolucji i historii krajow
wzglednie narodéw .

Podejmujac problem klasyfikacji cheialbym si¢ tu ograniczyé do
zagadnienia tzw. nazw patronimicznych zaréwno od strony ich znaczenia,
jak i formy. Jak wiadomo bowiem, najbardziej typowym, najczesciej tez
omawianym w rozprawach onomastycznych i chyba najbardziej produ-
ktywnym w jezykach slowianskich formantem ,patronimicznym“ jest
-itjo- 8, pol. -ie, ros. -i¢, serb. -ié, wystepujacy badz to w swej postaci
pierwotnej, np. pol. dziedzic : dziad, Raclawice (= Raclawicy) : Ractaw,
ros. Mstistavidi : Mstistav, OlZici : Olga, serb. Iviéi : Ivo, vucié : vuk, badz
tez rozszerzonej przez adiektywne sufiksy, np. -ov-, Raciborowice : Racibor.

Podobna takze funkeje pelni formant -scs, pol. -ec, ukr. -eé, np. Mi-
kulinice, rozszerzany zwykle przez adiektywne -in- 7. OczywiScie, oba te
formanty nie wyczerpuja calego zasobu Srodkéw morfologicznych, shuzg-
cych do wyrazania stosunku zaleznosci, jaki sie najogélniej okresla patro-,
rzadziej metronimicznym 8. To jedno. Po drugie, interesujaca nas funkeja
nie byla nigdy dokladniej definiowana i dotychezas nie zostata ostatecznie
zweryfikowana w materiale onomastycznym. Na og6l zadawalano sie
stwierdzeniem, ze pod tego typu (znaczeniowego) nazwa nalezy rozumieé
zaleznogé, by tak rzec genealogiczna (wilasciwie nawet zastepstwo czy tez
nastepstwo w czasie). W takich wypadkach sufiks patronimiczny wyrazat
w spos6b jezykowy zalezno$é rodzinng, wyznaczal pochodzenie od kogos |
(czyli zaleznogé czy tez podrzedno§é — oczywicie zamieniong na czas —
genetyczng). Wyjatkowo natomiast i to znacznie pédzniej zalezno$é mate-
rialng lub tez stuzebna od kogos, np. poddanstwo w systemie gospodarki
feudalnej. Stad wiele mamy nazw dwuznacznych, nie dajacych sie jedno-
znacznie zinterpretowaé bez wiedzy o okoliczno$ciach ich powstania (akt
nazewniczy — Namengebung). Tu warto jeszcze wspomnie¢ o takich
nazwach, jak pol. Ksiqénice, Opatkowice, Biskupice, Popowice. Jak wia-
domo, tylko dla niektérych nazw tego wlagnie rodzaju (idzie tu oczywiscie
o podstawy nazewnicze ksiqdz, opat, biskup, pop) dysponujemy danymi
Zrédlowymi, ktére by w sposoéb bezdyskusyjny wyjasnialy pojawienie sie
takiej nazwy wlasnie. Nawiasowo dodam, Ze owa dwuznacznosé odgrywa
role przy znaczeniowym traktowaniu nazw miejscowych. Z punktu widze-
nia formalnego jest to dowdd na daleko posunieta schematyzacje samych

%5 Por. bardzo interesujace opracowanie V. Smilauera, Osidleni Cech ve svétle
mistnich jmen, Praha 1960.

16 Por. W. Vondrak, Vergleichende slavische Grammatik, I, wyd. II, Gottin-
gen 1924, s. 598—600.

17 Tamze, 8. 600-—622.

18 Por. W. Vondrék, op. cit. Autor wyraznie stwierdza, ze formant tworzy patro-
nimika, metronimika, nazwy ‘potomkéw’.
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proces6w nazewniczych i automatyzacje formantéw morfologicznych.
Mimo nasuwajacych sie tu trudnofei interpretacyjnych owych watpliwych
nazw zalicza si¢ je do grupy nazw patronimicznych (choé nimi w calym
tego stowa znaczeniu na pewno nigdy nie byly). Takie postepowanie mozna
tlumaczyé jedynie checia jednolitego traktowania funkeji sufiksu -ice,
zwlaszeza w stosunku do nazw utworzonych od podstaw antroponimicz-
nych pierwotnych lub od rzeczownikéw oznaczajacych ludzi. Osobnego
potraktowania wymagalaby w zwigzku z tym znaczna cze§é nazw tzw.
pamigtkowych.

Tak mniej wigcej w najzwiezlejszym skrocie ksztaltuja sie poglady
na role formantoéw patronimicznych. To co powiedziatem wyzej, zadna
miarg nie wyczerpuje calosci zagadnienia. Przeciwnie, nasuwa sie tu wiele
watpliwosei, ktérych wyjasnienia darmo bySmy szukali w dotychezasowe]
literaturze onomastycznej, a takze historycznej.

Rzecz jasna, iz zajmujac sie problemem sufikséw patronimicznych
nie mam zamiaru wyjadnié¢ wszystkich taczacych sie z tym kwestii w sposéb
ostateczny. Szloby mi raczej tylko o postawienie niektérych zagadnien
na plaszezyznie dyskusyjnej. Jakie sa to sprawy? Ot6z pierwszg z nich|
okazuje sie potrzeba okreflenia, w jakim ujeciu czasowym deﬁniujemyff
funkeje znaczeniowe wchodzacych w rachube formantéw, mianowicie,
czy jest to jeszcze kategoria zywa, produktywna i wspodlczesna, czy tez
“jest to kategoria martwa, nieproduktywna, a zatem zdecydowanie hi-
storyeczna.

Mysle, ze odpowiedZ na to pytanie nie jest zbyt trudna. Oczywiscie
idzie tu o definicje historyczna, ktorg zreszta bardzo czesto (w szczegod-
lowych wypadkach) nietatwo jednoznacznie uzasadnié. W wielu wypadkach
musimy i mozemy odwolaé sie jedynie do analogii jako kryterium decydu-
jacego o takim znaczeniowym potraktowaniu danej nazwy. Z pewnofecia
dzisiejsze nazwy typu Moscice, Bierutowice nic z omawiang kategorig
nie maja do ezynienia, poza formantem nazwotwoérczym -ice, ktory, rzecz
jasna, nie wyraza w danych wypadkach stosunku patronimicznego, ani
w ogole jakiejkolwiek zaleznoSci. Z toponimicznego punktu widzenia do
sufiksu -ice (podobnie tez do nic dzisiaj nie znaczacego -dw, por. Dzierzo-
nidw) dodano wyrézniajacy eczlon Most-, Bierut-. I nic wigeej. Jednogé
znaczeniowa z nazwami typu Bolechowice, Ractawice jest zatem dosé pro-
blematyezna (o ile w tych przykiladach patronimiczno$é nie zostala
wniesiona od zewnatrz). Z drugiej jednak strony, jak widaé, do dnia dzi-
siejszego jesteSmy $wiadkami powstawania tego typu nazw, przy czym
moga tu byé wykorzystywane rozmaite formanty. Warto przy tym do-
daé, ze zamarla juz na gruncie jezyka literackiego kategoria patronimicz-
nosci cieszy sie weale znaczng produktywnofciag w dialektach ludowych.
Dla jasnofci chee jeszeze zaznaczyé, ze w polskim jezyku literackim morfo-
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logiczne wyrazanie patronimicznosei (zaleznogei rodzinnych) do§é jeszeze
zywo zachowato si¢ w odniesieniu do nazw zon i coérek, brak tego zwyczaju
w odniesieniu do synéw, np. Nowak, Nowakowa, Nowakéwna, Bieda,
Biedzina, Biedzianka®. Jednakze od dawna obserwujemy, ostatnio dos§é
ostro, ucieczke od morfologicznych sposobOw wyrazania tych wilasnie
zalezno§ci, co sie oczywifcie Scisle wigze z réwnoczesnym okre§leniem
stanu cywilnego kobiet. Staje sie ten objaw spoleczny coraz bardziej wsty-
dliwym anachronizmem wobec formalnego i spolecznego réwnouprawnie-
nia kobiet.

Jak wiadomo, formacje dialektologiczne znacznie zreszty bogatsze od
strony zasobu' §rodkéw formalnych, sa dzisiaj w dalszym ciagu bardzo
zywe i na szezegbélng uwage zastuguje to, ze mamy do czynienia zaréwno
z derywatami rzeczownikowymi, jak i przymiotnikowymi, np. Piotr,
Piotrkow| Pietrzak, Amntoni, Antoniowal Antonka| Antula. Nie miejsce tu
na blizsze zajecie sie tym problemem. Dla dalszych celéw wystarczy wy-
lacznie samo stwierdzenie, ze takie procesy do dnia dzisiejszego istniejq.
 Ponadto wspolezesny, zywy material gwarowy wskazuje, ze sufiksow patro-
' nimicznych jest (wzglednie bylo) bardzo duzo, znacznie wiecej, niz sie
‘przyjmuje w pracach historyczno-onomastycznych. Nastepnie, w oparciu
o dane dialektologiczne widzimy, iz z jednej strony zaleznoSci patroni-
miczne moga byé wyrazane coraz to innymi formantami, z drugiej zaf
z latwodcia mozemy wskazaé, ze powstawaniu nowych formantéw towa-
rzyszylo niejako zanikanie starszych. Widaé to wyraZnie, np. w odnie-
sieniu do sufiksu -ak, ktéry w Wielkopolsee i na Mazowszu * tworzy nazwy
synéw, np. Michalak, czasem w postaci rozszerzonej -czak, Ratajczak,
aczkolwiek o takiej funkeji -ak w przeszlo§ci niewiele wiemy i nazwy typu
Michalaki, Ratajczaki z cala pewnoScia nie zaliczylibySmy do nazw patro-
nimicznyeh (naturalnie wspoéleze§nie bylyby to nazwy rodowe). A prze-
ciez nie ma istotnej réznicy miedzy tymi dwoma typami formalnymi.
Zaréwno bowiem stare -ic, jak i -ak okreslaja synéw, czy tez potomkéw,
a tymezasem nazwy miejscowe przy ich pomocy utworzone rozumiemy
jednak cokolwiek inaczej. Czyli por6wnanie to uzasadnia wysuniete po-
przednio watpliwosei. I dalej, stwierdzenie, czy tez udowodnienie nawet
historyeznej funkeji, np. patronimiczno§é wystepujacej w nazwach i jej
produktywnosei niczego jeszeze nam nie moéwi o znaczeniu typu toponi-
mieznego, zwlaszeza gdy nie mozemy ustalié chronologii owej kategorii.

1% Por. M. Karas, O gwarowych formantach onomastycenych. Symbolae Philologicae
in honorem Vitoldi Taszycki, Prace Komisji Jezykoznawstwa Oddziatu PAN w Krakowie,
Krakéw 1968, s. 138—146, oraz cytowana tam literature.

2 Por. H. Gérnowicz, Studia nad rodowymi nazwami miejscowymi w jezyku
polskim, Gdansk 1968, oraz inne liczne rozprawy tego autora, cytowane zreszta w tej
monografii i moja rec. tej pray PorJez 1970, s. 259 — 63.
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Okazuje sie dalej, ze zgola inaczej pojmujemy owg patronimicznogé
dzisiaj i to w odniesieniu do formacji zywych, odmiennie za$, jesli idzie
o nazwy dawne, historyczne. Powstaje zatem pytanie, czy co innego wy-
raza stosunek Magdziak : Magda niz Ractawic : Ractaw? Przy odpowiedzi
pozytywnej trudno moéwié o kategorii patronimicznofci. Jefli jednak
przyjmiemy, ze sa to typy zgola odmienne, to woéwezas musimy przyjaé
znacznie szersze pojmowanie tego pojecia.

Sprébujmy z kolei blizej przyjrzeé sie¢ nazwom, w ktorych spotykamy
sufiks -ice (bez watpienia uwagi dotyczace tego formantu w calej rozcig-
glofei odnoszg sie réwniez do innych tzw. sufikséw patronimicznyech,
np. -ec czy -ak; poshuguje sie przykladowo tym wla$nie formantem, po-
niewaz jest on najbardziej typowy i powszechnie znany).

Ot6z w materiale staropolskim mozemy wyr6znié nastepujace grupy
nazw zawierajacych formant -ice:

1. Nazwy od nazw osobowych:

a) od nazw pelnych:
aa) nazwy miejscowe proste, np. Ractawice; sufiks dodaje sig
bezpofrednio do nazwy osobowej (NM = NO -+ ice),
ab) nazwy miejscowe zlozone, np. Raciborowice; sufiks jest tu
dodany w postaci rozszerzonej przymiotnikowym formantem -ow-, albo
tez nazwa miejscowa jest substantywizacja przymiotnika raciborow *. To
drugie wyjasnienie jest o tyle wazne, Ze wowczas nie mielibySmy do czy-
nienia z sufiksem -owice jako formantem derywacyjnym, lecz réwniez
z -ice. Inna sprawa, ze wtérnie i tu moglo nastapié wyabstrahowanie
‘sufiksu -owice, ale jest to bez watpienia zjawisko pézZniejsze (NM =
NO + -ice lub NM = NO —+ -owice),
b) od nazw osobowych skréconych:
ba) nazwy miejscowe proste, np. Boleszyce, Dobczyce (NM =
NO + -ice),
bb) nazwy miejscowe zlozone, np. Bolechowice, Cieszkowice
(NM = NO + -owice): '

2. Nazwy miejscowe od wyrazéw pospolitych:

a) nazwy proste, np. Biskupice, Wdjcice (NM = NO - -ice),
b) nazwy miejscowe zlozone, np. Opatowice, Popowice (NM =
NO + -owice). ‘

3. Nazwy miejscowe od nazw miejscowych, np. Starosiedlice: Stare
Siodlo (NM.= NM - -ice), gdzie na granicy derywacyjnej wystepuje
jakby element pofredni nazwa ludzi.

% Por. P. Zwoliniski, Substantywizacja sufiksalna przymiotnikéw w jezykach
stowianskich. Z polskich studiéw slawistycznych, S. 2, t. II, Warszawa 1963, s. 91—99;
M. Kara$, Toponimia wysp elafickich na Adriatykw, Wroctaw 1968, s. 90—93, oraz
przypis 3. na s. 92.
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4. Nazwy miejscowe od réznych wyrazen syntaktycznych:

a) nazwy proste, np. Podgrodzice, Zabrodzice (NM = NA A -ice),
b) nazwy zlozone, np. Nagnojowice, Zablotowice (NM = NA
-owice).

W przedstawionym wyzej ujeciu mieszcza sie takze réine nazwy
tworzone od blizej nie dajacych sie zdefiniowaé podstaw: a) proste, np. Mo-
$cice, b) zlozone, np. Bierutowice. Podobne zreszta formacje wystepuja

takze z innymi sufiksami, np. -in: Ketrzyn, -owo: Mrqgowo.

\ Podane tu typy nazw miejscowych zostaly wyréznione przede
wszystkim od strony formalnej, mianowicie z jednej strony podzial opiera
sie na roznych postaciach podstawy, z drugiej na réznych postaciach
formantu 2. W ogéle nie brano pod uwage spraw znaczeniowych, ponie-
waz zgodnie z wysunietymi na poczatku zastrzezeniami sprawa znacze-
niowa nie daje si¢ jednoznacznie okre§li¢ i wydzielié. W kazdym razie
dla wielu wymienionych nazw, a mozna je mnozy¢, nie mamy po prostu
mozliwo§ci ustalenia znaczenia, gdyz w tym celu konieczna jest znajomosé
realiéw, tzn. okoliczno$ci powstania nazwy. Tymeczasem postepuje sie
inaczej, owe wlasnie okolicznosci usituje sie odstoni¢ poprzez kwalifikacje
znaczeniowy danej nazwy, czyli wreez odwrotnie. Wolno zatem stwier-
dzié, ze klasyfikacja znaczeniowa nazw miejscowych ma tu aspekt celo-
woSciowy.

I jeszcze jedno. Wprowadzony tu zostal podzial na nazwy proste
i nazwy zlozone, przy czym zalezy to od charakteru formantu, mianowicie,
czy jest on dodawany bezposrednio do podstawy, czy tez zostal rozsze-
rzony jakimkolwiek sufiksem przymiotnikowym. Rozréznienie to nie ma
na celu jedynie wydzielania réznych chronologicznie formantéw (choé i to
nie moze pozostaé obojetne), wazniejsza wydaje sie tu sprawa funkeji.
O ile w odniesieniu do sufiksu -ic wobec jego zbieznofci z odpowiednimi
wyrazami pospolitymi wolno by bylo przyjaé pewne nacechowanie seman-
tyezne, o tyle w odniesieniu do -owice dominuje z cala pewnoscia toponi-
miczna funkeja strukturalna.

Jefli idzie o wzajemny stosunek poszczegélnych grup, to traktowane
83 one czysto opisowo. Tak tez postepujac, ewentualne wydzielenie grupy
(ezy podgrupy) nazw patronimicznych mogliby§my dopusecié przy nazwach
pochodnych od nazw osobowych. Abgolutnie odpadaja tu nazwy typu

2 Jest to niejako podjecie pogladéw V. Smilauera o koniecznodci réznorakiego
traktowania nazw w zaleznoéci od celu, jaki pragniemy uzyskaé na podstawie analizy
materialu onomastycznego. Inna sprawa, ze tego typu podejscie metodologiczne musi
przyjmowaé ewolucje nazw wilasnych, ich zwiazek z rozwojem warunkéw spoleczno-
gospodarczych i kulturalnych. Owo dynamiczne potraktowanie nazw przejawia sig
zaréwno w ocenie powstawania nazw, jak tez w uznawaniu zmiennoci struktur i modeli
nazewniczych w czasie i przestrzeni.
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Podgrodzice, Nagnojowice. Jak wiadomo, nazwy te traktuje sie jako
etniczne, podobnie jak nazwy typu Mogilany, Siedlce. O ile jednak typ
Podgrodzice moéglby oznaczaé ‘ludzi mieszkajacych pod grodem’, o tyle
Starosiedlice oznacza ‘ludzi pochodzacych z miejscowosci Stare Siodlo’,
czyli w obu wypadkach mamy do czynienia z nazwa mieszkancéw, por.
krakowiak : Krakow, moskwicz : Moskwa, stpol. miescic : miasto. Jak wi-
dzimy wiee, formant -ic moze oznaczaé: 1. miejsce zamieszkania, 2. Juniej-
sce pochodzenia skads§. Zasadniczo jednak jest to jedna i ta sama furﬁ:ja,
mianowicie wyznaczenie stosunku zaleznoei od miejsca (funkeja lokalna,
przestrzenna).

Jedli idzie o pozostale 3 grupy, to od strony znaczeniowej pozornie
tylko mamy ten sam obraz, mianowicie: Raclawice ‘potomkowie Raclawa’,
Biskupice ‘to ludzie nalezacy do biskupa, podlegajacy biskupowi’, nazwa.
miejscowa Moscice niestety nie da si¢ tu juz pomiedcié, jakkolwiek utwo-
rzona zostala takze od nazwy osobowej. Na szczeScie wiemy o niej, ze
zadnej z wymienionych zaleznoSci przypisaé jej nie mozemy, ze jest ona
zupelnie stoponimizowana, ze tylko oznacza, a nie znaczy. Jest to zatem .
nazwa wlasna w zupelnym tego slowa rozumieniu. Ponadto tego wla$nie
rodzaju nazwy miejscowe ukazuja, ze znajomos§¢ okoliczno$ci powstania.
nazwy (akt nazewniczy) ma zasadniczg warto§é. Wazne jest tez nastepne
stwierdzenie, mianowicie ocena nazw ex posteriori dotyczaca przy tym ich
znaczenia moze by¢ bardzo zawodna i mylaea.

Rozpatrujae nazwy miejscowe typu Ractawice, Biskupice z tatwoscig.
zauwazymy ich zupelng zgodno§é formalna, z tym ze pierwsza z nich
zostata utworzona od nazwy osobowej, druga za$§ od wyrazu pospolitego,
ktéry sekundarnie méglt byé uzyty takze w funkeji nazwy osobowej, czyli
mamy dwie mozliwofei interpretacyjne: 1. od wyrazu biskup = episcopus,
nomen appellativum, 2. od wyrazu Biskup, nomen proprium. Z tego
wniosku wyplywa dalsze stwierdzenie, mianowicie, ze sufiks -ice ma do§é
rozlegly zasieg uzyecia w funkeji nazewniczej i ze jest on szczegélnie w tym
wzgledzie produktywny, a nawet w znacznym stopniu wyspecjalizowany,
stajac si¢ niejako formantem strukturalnym./Czy w interesujgcym nas.
przykladzie Biskupicy nazwa ta oznaczala najpierw ‘ludzi’, pézniej zas
‘nazwe obiektu’, ma to znaczenie drugorzedne. Sprawa wymaga blizszego
rozpatrzenia i zawsze chyba bedzie budzié watpliwosei. Przyjmujemy jed-
nak, Ze istotnie najpierw oznaczata ona ‘ludzi’. Wéwezas jednak musimy
odpowiedzieé na pytanie jaki byl stosunek owych derywatéw do wyrazu
podstawowego. Czy patronimiczny? Ewentualnie tak, jesli wyraz Biskup
stat sie juz nazwa wlasna (osobowsg). A jesli jednak jeszcze nie, to wtedy
nazwa Biskupicy oznaczalaby poddanych. Nie jest to juz funkeja patroni-
miczna. Jest to tylko wyraz jakiej$ zaleznosci spolecznej typu feudalnego.
Co wigcej, jestem nawet sklonny twierdzié, ze nazwy te w wielu wypadkach
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nie wyrazaly nawet i tego stosunku, lecz po prostu okreslaly zwykly
stosunek przestrzenny, oznaczaly bowiem ludzi mieszkajacych, czy tez
osiedlajacych sie na gruntach biskupa, czy popa. Nasuwa sie wreszcie
mys§l, czy nie mamy w tego typu nazwach po. prostu stosunku dzierzaw-
czego, czy -ice nie oznaczaja “pola, wsi nalezacej do biskupa czy wdjta’.
Jednym stowem, mieliby§my tu do czynienia z jeszcze jednym znacze-
niem gufiksu -ice, Iub, co wazniejsze, z wieloznacznoscig sufiksu -ice.
Oczywifcie pomijam tu moment chronologiczny, niemniej jednak odsta-
niaja sie wyraZnie trudnofei jednoznacznej interpretacji semantycznej
nazw. Okazuje sie bowiem, ze semantyka nie jest bezposrednio uzalezniona
od sainego formantu, ze decyduje tu przede wszystkim podstawa nazew-
nicza, ktora dopiero sekundarnie narzuca odpowiednie znaczenie forman-
towi, w rezultacie za§ jakoby calej nazwie.

Z kolei kilka stow trzeba jeszeze po§wiecié nazwom miejscowym
‘od nazw osobowych (NM = NO). Jak juz uprzednio zaznaczylem, w wielu |
wypadkach, mianowicie przy zlozonych sufiksach typu -owice mozemy/
przyjaé¢ prymarng wylacznie strukturalng funkeje sufiksu -ice. W kazdym
jednak razie rzecz jest co najmniej watpliwa, a patronimiezno§é nazw
typu Bolechowice nie wydaje sie jednoznacznie pewna. Pozostaja nam
zatem nazwy prymarne typu Raclawice jako ewentualna ilustracja tej
grupy semantycznej. One bowiem najbardziej omawiany typ seman-
tyczny reprezentuja, bez powazniejszych watpliwosei. Dotychezas przyj-
muje sie, ze pierwotnie oznaczaly one ‘ludzi’, a nastepnie dopiero staly
si¢ nazwami miejscowymi. Pewnym formalnym objawem owej toponimi-
" zacji NOesma tu byé zastepowanie N. pl. przez Acc. pl. na tle ogélnej
tendencji polskiej do wytworzenia sie owej repartycji fleksyjnej opartej
na znaczeniu — rzeczowniki zywotne : rzeczowniki niezywotne 2. Argument
ten jest niestety dowodem pozornym, poniewaz wiadomo dokladnie, zZe
rzeczowniki typu raclawicy, wdjcicy byly od dawna juz nazwami miejsco-
wymi, w kazdym razie o. wiele weczeéniej, nim dokonal sie wspomniany
‘podzial fleksyjny. Dawniej zreszta tego rozrdznienia nie bylo (por. liczne
nazwy tego rodzaju w bulli z r. 1136) 2. Gdy to nastapilo, to nazwa Racta-
-wicy, podobnie jak i stoli, zostata zastapiona w N. pl. przez Ace. pl., mia-
nowicie przez Raclawice, stoty. Czyli brak argumentéw fleksyjnych, ja-
kimi dotychezas sie postugiwano. Z drugiej strony rozréznienie miedzy

2 Por. J. Lo§, Gramatyka polska, cz. I11. Odmiennia (fleksja) historyczna, Liwoéw—
Warszawa—Krakow 1927; Z. Klemensiewicz, T. Lehr-Sptawinski, S. Urbanezyk,
‘Gramatyka historyczna jezyka polskiego, Warszawa 1955, s. 266—286.

2 Por. J. Rozwadowski, Bulla z r. 1136 jako najstarszy zabytek jezyka polskiego,
Materiaty i Prace Komisji Jezykowej AU IV, 1909, s. 433—482; W. Taszycki, Polskie
nazwy osobowe, Krakéow 1924, (przedruk:) Rozprawy @ studia polonistyczne, t. IV, Wro-
«claw 1968, 8. 21—40.
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nazwami osobowymi a nazwami nieosobowymi (w tym takze miejscowymi)
zachowuje w jezyku polskim funkcjonalny walor do dnia dzisiejszego,
np. Wegry — Wegray, Wiochy — Wiosi (opozycja — nazwa kraju : nazwa
mieszkatica). Niestety brak dostatecznie pewnych przykladéw, by nazwy
typu Raclawice najpierw oznaczaly ludzi, nastepnie za§ obiekty geogra-
ficzne. Mamy natomiast liczne dowody, ze nazwy te oznaczaly réwnoczesnie
‘Tudzi’ i ‘obiekty’. Przyklady mozemy przytoczyé weale liczne. Ale i w tych
wypadkach nasuwaja si¢ watpliwosei, czy odnosi sie to do tych samych
nazw, czy nie zachodzi tu nastepujacy proces, mianowicie czy sufiks -ie,
-i¢ w sg. tworzy nazwy synéw, za§ w pl. ma podwéjug funkeje:

1. pluralis, dziedzic : dziedzicy, jest to zwykly pl. dla n. a., :

2. nazwe¢ miejscowa, Dziedzicy, nie majgca odpowiedniofei w sg.
Oznacza to, ze nie jest ona oponowana (czy tez skontrastowana) w sg.,
lecz funkcjonuje wylacznie jako formacja pluralna. Schematyecznie stan
ten mozna przedstawié, jak nastepuje:

Stjepan — Stjepanié, sg.
A. Michat — Michalak, sg.
Stjepanié¢ sg. — Stjepanici, pl. } funkeja prymarna,
B. Michalak sg. — Michalacy, pl. apelatywna,
o sg. — Michalaki, pl. funkeja sekundarna,
9 sg. — Stjepanici, pl. cecha konstruktywna-
brak sg.

; Jest to wigc niejako odwrotny proces w stosunku do* tego, jaki
obserwujemy w zakresie onomatyzacji a;pelatywc’)w.rOdwrotny, oczywiscie
W ograniczonym stopniu, mianowicie przejicie od n. a. skata = n. p. Skala,
to nie tylko przeniesienie z klasy przedmiotéw do zbioru jednostek, ale
rownoczesnie zerwanie zwiagzku danego wyrazu z jego paradygmatem
fleksyjnym i odpowiednig konstrukejg skladniowsa. Innymi stowy, topo-
nimizacja wyrazu skala = Skata nie ogranicza sie, czy tez nie moze ogra-
niczy¢ sie do ewentualnych zmian natury znaczeniowej, przeciwnie po-
woduje to réwniez potencjalne ograniczenie, wzglednie przemieszezenie
w zakresie fleksji i skladni. W danym wypadku np. Skala w opozycji
do n. a. skala wystepuje jedynie w sg. i nie tworzy nigdy pl.; weale to
nie wylacza mozliwosci tworzenia. Owszem, potencjalnie, a nawet kon-
tekstowo faktycznie pl. istnieje, np. ile jest tych Warszaw? Paryiéw?
Nie jest to odmiana powszechna i, co waZniejsze, nacechowana silnie
emocjonalnie. W kazdym razie jest zdecydowanie vdmienna w swej produ-
ktywnosci od fleksyjnej pary skala, skalty czy kon, konie. Nieobojetne jest
tu jeszcze i to, ze para ko, konie odnosi sie do klasy, blizej nie zdefinio-
wanych, ale dajacych sie zdefiniowaé desygnatéw, podezas gdy Paryze
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wymagaja okreslenia ilo§ci. Mnogo§¢ ma wiec ograniczony zakres. Kazdy
z jej skladnikéw musimy definiowaé oddzielnie, poza nazwa nie maja one
nic wspélnego. To jedno. Ponadto jako zbiér nie przeciwstawiaja sie zad-
nemu innemu, nie ma mozliwosei kontrastu i opozycji (np. konie : wiel-
blady: muly itp.). Nie istnieje wreszcie opozycja typu hierarchicznego.
Wszystkie nazwy sa na jednej niejako plaszezyznie — sg réwnorzedne:
Paryze, Krakowy, Wole. Jednym slowem syngularyzacja czy pluralizacja
jest zabiegiem, Srodkiem onomatyzujacym. Warto jeszeze dorzucié jedna
ceche, mianowicie, ze w zasadzie nie ma mozliwosei tworzenia dwu liczb
od nazw miejscowych. Fleksja urasta do §rodka morfologicznej derywacji 2.
Nie da si¢ nawet urobié sg. od, np. Makoszowy, czy pl. od n. p. Las, Goszcza;
tzn. takich form si¢ pe prostu nie tworzy.

Poprzednio juz zaznaczylem, ze jest to proces odwrotny do tego,
jaki mamy przy nazwach typu Stjepanic : Stjepaniéi A. = Stjepaniéi B. Po-
lega on na tym, ze takze przy przeksztalceniach n. a. = n. p. moga wy-
stapié jako procesy towarzyszace syngularyzacja czy pluralizacja, np. Niwki :
niwka, Niwy : niwa. Wyraz niwa w 8g. czy pl. wladnie jako nazwa wy-
chodzi z opozyeji sg:pl. W rezultacie zamiast opozycji niwa : Niwy,
Niwa : wiwy mamy o : Niwy, Niwa : 6. O tym, ze proces tak wlasnie
przebiega, §wiadezg liczne dane materiatowe. Na uwage zastluguje jeszcze
jeden szczeg6l, mianowicie ze owe proporcje, czyli

Boia. : Plia. —{(Scip & Pl p)

mogg zupelnie si¢ nie ujawnié, wzglednie ich odstoniecie jest niemozliwe.
Mamy bowiem wiele nazw, nie majacych sg., np. Widelki, Przetazki.
Nie jesteSmy w stanie ustalié sg.: Widelek|| Widetka, czy Przelazek|| Prze-
tazka. Zdaje sobie sprawe, ze powyzsze sformulowanie ma niedostatki 26,
mianowicie nie wyjasnia stosunku nazw typu Niwa, Niwki do pospolitych
rzeczownikow typu singulare tantum ezy pl. tantum. Ot6z wydaje sie, ze
owg trudno$é mozna usungé wlasnie w ten sposéb, ze n. p. potencjalnie
mogg tworzyé i niekiedy dla celéw okazjonalno-stylistycznych, konsy-
tuacyjnych tworzg trakujace nie uzywane sg., wzglednie pl., gdy tym-

% Por. tez R. Laskowskii H. Wrébel, Usycie paradygmatu w funkcji formantu
slowotwdrezego we wspdlczesnej polszozyinie, Jezyk Polski XLIV, 1964, s. 214—220.

26 Niemozliwo&¢ ustalenia N. sg. dotyezy nazw wystepujacych w izolacji, poza.
wlasciwym paradygmatem. Czesto takze niekoniecznie musi wystapié stosunek Niwa :
Niwy, bywa Niwa : Niwki i wéwezas mamy do czynienia z derywacja sufiksalna. Warto
jeszeze pamigtaé, ze owe zaburzenia we fleksji staja sie z kolei podstawa do tzw. dery-
wacji fleksyjnej, wielokrotnie juz omawianej w literaturze onomastyeznej (P. Smoczyn-
ski, H. Gérnowicz). Najwazniejsze jest jednak to, ze trudno tu o jakie§ zasady ogélne
i podane wzory maja mimo wszystko charakter bardzo prowizoryczny. Zazwyczaj mamy
wypadki zmian indywidualnych i wtedy trudno dopatrywaé sie prawidlowosci i tendencji
ogolnych.
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czasem przy n. a. zjawiska takie nigdy nie zachodza i, co wazniejsze, za-
chodzié nie moga, np. drawi, nodyezki, czy tez to, pigkno, kwiecie (interesu-
jaco przedstawiajg sie tu pary liscie|| Zagorze).

Wracajae znowu do gldwnego zagadnienia musimy przyjaé wspol-
istnienie funkeji apelatywnej i toponimicznej (czy antroponimicznej)
niektérych nazw miejscowych. I tak zapewne bylo w przeszloci we
wszystkich jezykach, mianowicie: -itjo- — 1. sg. : pl. jako n. a., 2. tylko
pl. jako n. p. W jezyku polskim funkecja pierwsza zanikla zupelnie, po-
dobnie jest chyba w jezykach wsehodnioslowiariskich i innyeh zachodnio-
slowiariskich. Jedynie w jezykach poludniowostowianskich w réznym
zreszta stopniu zachowaly si¢ obie te funkcje. W ten sposéb dochodzimy
do waznego dla naszych rozwazan stwierdzenia. Z tego, co dotad powie-
dzialem, wynika, iz nie da si¢ utrzymad teza, ze nazwy typu Raclawice
najpierw oznaczaly ludzi, potem za§ obiekty geograficzne, ale ze ozna-
czanie takie bylo zawsze co najmniej réwnoczesne, przy czym musi sie
tu wzig¢ pod uwage prymarng i sekundarng funkeje na tle opozyeji
sg. : pl. Rozréznienie to nie odnosi si¢ do nastepstwa w czasie (ma to bo-
wiem znaczenie drugorzedne), lecz do réznic fleksyjno-sktadniowych. De-
rywaty typu ractawicy (n.a.) w swej sekundarnej funkeji jako n. p. prze-
chodzily niejako automatycznie do klasy pl. t., co bylo réwnoczes$nie
jezykowym wyrazem toponimizacji. Podobne przyklady mozna by mno-
zyé. Wystarczy chyba jednak wskazaé na takie pary jak wyzej wspomniane:

Wegrz
/@!I Y
o
Wegier
\\
Wegry. ,
Widzimy tu réznice typéw deklinacyjnych. Stosunek Wegrzy : Wegry
zostatl z kolei rozbity przez istniejaca w polszezyznie opozycje rzeczowniki
osobowe : rzeczowniki nieosobowe i jeszcze silniej tym podkreslony.
Sprawa réznicy fleksyjnej miata tu oddzialywanie dodatkowe. W jezy-
kach za$, gdzie takiej opozycji brak, wlagnie brak opozycji pl. : sg. jest -
cechy dostateczna i glowna.

Wr6émy jeszeze do przykladéw. Mozna tu przytoezyé ponadto pol.
Mogilany n. p.|[mogilanin, mogilanie n. a. Dochodza tu wspomniane roéz-
nice we fleksji. Warto przy tym zaznaczyé, ze n.p. z sufiksami -ic, -ec,
-an majg stary G. pl. odmienny, archaiczny i rzadki, np. Katowic, Mogilan,
wyjatkowo akt, przyjaciol, mieszczan.

W odniesieniu do nazw miejscowych z formantami -ic, -ec (tymi,
ktore dzisiaj spotykamy tylko w n. m.) warto jeszeze dorzucié, ze nazwa
mieszkatica nigdy nie jest identyczna, np. Erzeszowic| Krzeszowice, tylko
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krzeszowiak ew. krzeszowiczam(in), Sromowce, sromowian, Siedlce, siedlcza-
nin ¥7. Choé réwnoczeénie  sufiksy od innych nazw spotykamy w je-
zyku polskim, np. sielec||Sihelne, pogdrzec|| Pogirze, ulanowiec| Ulandw.
Wyjatkowo natomiast trafia sie w tej funkeji formant -ic 2. Oczywiscie
powyzsze fakty doskonale tlumacza sie tym, co powiedziatem wyzej na
temat zaniku prymarnej funkeji tego formantu w jezyku polskim.

Z poczynionych tu uwag wynika jednak, ze wyznaczanie pokrewien-
. stwa przez -ic z pewnofcig istnialo w polszezyznie oraz ze w tym zakresie
nie ma powazniejszej roéznicy miedzy. polszczyzng a innymi jezykami
slowianiskimi (idzie gléwnie o réznice strukturalne, a nie ilogciowe odmien-
nosci). Inna rzecz, ze obecnie pewne sufiksy rodzinne, np. -ak (przy czym
' nie zawsze musi to byé formant patronimiczny, np. na Mazowszu b. czesto
-ak trzeba traktowaé jako sufiks strukturalny, np. Dabrowszczak|Da-
browski, substantywizujacy przymiotniki, a jego ew. funkeja deminiu-
tywna jest tu sekundarna) mozna zaliczy¢ do sufikséw wyznaczajacych
pochodzenie, np. -an(in), por. przedzelak|preedzelan(in). I jedne, i drugie
maja dwie funkcje: 1. oznaczaja nazwy Iudzi pochodzacych skads,
2. tworzg nazwy miejscowosci, z tym ze jeden z nich, np. -ic oznaczal
w jezyku polskim gléwnie pochodzenie ‘od kogo’, rzadziej ‘skad’, -an{in)
za$ przede wszystkim ‘skad’, -ak wykazuje oba znaczenia. .

Jak widaé zatem, mamy do czynienia z niezupelng identycznoscig.
Ale to nie jest szczeg6lna przeszkoda i mySsle, ze dla -ic mozemy latwo
przyja¢ réwniez oba znaczenia, por. miescic, Tos. moskvicz. Z drugiej strony
owo rozgraniczenie miedzy pochodzeniem ‘skad’ i ‘od kogo® nie jest wy-
znaczane przez sufiks. Jefli bowiem w osnowie mamy nazwe 0sobows,
wowezas naturalnie pojawia sie zalezno§é¢ genetyczna *, jedli zas§ podstawa

27 Por. B. Lindertéwna, Preyrosthi tworzqee nazwy miessharcow na terenie woje-
wédztwa lubelskiego, Onomastica VIII, 1963, s. 313—327; Formanty stuiqce do tworzenia
nazw miesskancéw w jezykach slowianskich, Lublin 1967, Por. tez. F. Gorner, Zur
Bildung der Eihmika von russischen Ortsnamen, Zeitschrift fiir slavische Philologie XXIIT,
1967, 8. 266—289, XXIV, 1968, s. 42—65. Autor wyréznia tam 17 formantéw stowo-
tworezych. ¥

% P. Galas, Preyrostel -ic w nazwach mieszkancéw wsi (na podstawie wspélczesnego
materiatu gwarowego), Jezyk Polski XXIII, 1938, s. 13—18; B. Lindertéwna, op. cit.,
s. 320, stwierdza: ,do przyrostkdéw, ktore wykazuja wyrazna tendencje zanikowa, naleza:
-ic- == -iljo-*, przy czym podaje nastepujace przyklady: bialopolic : Bialopole, diuz-
niowic : Dlusmiéw, = hrubieszowic| hrubieszowiak : Hrubieszéw, stawecic| staweciniak : Sla-
weein, streysowic| streyéowiak : Streyzéw, pielakowic : Pielaki. S to zdecydowanie for-
macje archaiczne.

» Warto zauwazyé, ze owa zaleznoéé bardzo czesto wyrazana jest przez rozmaite
formanty dzierzawcze, por. nazwy synéw i cérek tworzone przy pomocy sufikséw -éw,
-owa, -owo, -in, -ina, -ino. Tak wiec zachodzi jakby zréwnanie érodkéw formalnych
okreslajacych pochodzenie i przynalezno§é. Czy towarzyszy temu réwniez pomieszanie
owych pojeé? Czy owo rozrdéznienie nie jest zbedne i sztuczne?
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derywatu .jest nazwa miejscowa, wtedy uzewnetrznia sie zalezno$é lo-
kalna. W takim razie mozemy przyjaé, ze funkejg sufiksow -ie, -ec, -an(in),/
-ak jest wyznaczanie zaleznosci miedzy osnows a derywatem, mianowicie/
zaleznoscl typu pochodzeniowego.

Jeli proponowane tu rozumowanie jest sluszne, to funkeja patroni-
miczna sufikséw -i¢, -ec, -ak nie jest zawarta w formancie, lecz w osnowie.
Rolg formantéw jest tylko wskazanie na istnienie kontaktu (zaleznosci),
a jaki ten kontakt jest, zalezy to wylacznie od osnowy. Wniosek POWYZSZY
wynika oczywiScie z proby utrzymania, choéby tylko czesciowo, takiej
wlasnie kategorii semantycznej. W zasadzie bylaby to jednak duza grupa
nazw wyznaczajacych pochodzenie w ogéle, przy czym w tak pojetej
gromadzie znaczeniowej mie§cily sie wszystkie wymienione na poczatku
artykulu grupy nazewnicze z wylgezeniem jedynie typu Bierutowice (o czym
nizej). Zatem weszlyby tu nazwy typu Raclawice, Daleszyce, Popowice,
Starosiedlice, Podgrodzice, ktére by mozna okresli¢ jako nazwy zbiorowe
lub grupowe, lub wreszcie pluralne *, aczkolwiek owa pluralno§é mialaby
wtorng (sekundarng), toponimiczng tylko funkeje. Oczywiscie, owo sfor-
mulowanie odnosiloby sie, co trzeba wyraznie zaznaczy¢é, takze do innych
zawierajgcych sufiksy patronimiczne nazw w ich pierwotnej, niezmienionej
postaci. W ten sposéb do powyzszej gromady wlaczylibySmy rowniez
nazwy typu Michalaki, Nowaki, Bolescigta®' (dotad traktowane jako
nazwy rodowe, etniczne, patronimiczne), gdyz i one powstaly podobnie
jak nazwy typu Raclawice. Juz z tego widaé, ze grupa owych nazw gro-
madnych obejmuje formacje i znaczeniowo, i formalnie niegdy§ trakto-
wane oddzielnie, ponadto spotykamy tu rozmaite formanty, produktywne
jako patronimiczne obecnie i w przeszlo§ci. Czyli do tej grupy wehodzityby
nastepujace, dotychezas przyjmowane grupy semantyczne:

A. 1. patronimika typu Ractawice, Michalaks,
2a) etnika typu Mogilany, Siedlce,
b) etnika typu Podgrodzice, Zalojsce,

B. 1. nazwy typu Wdjcice, Opatowice,
2. nazwy typu Bierutowice, Moscice.

Cecha wspllng owych nazw jest samo pojecie gromadnosci czy tez
pluralnodei zwlaszeza oraz to, iz od strony morfologicznej sa to derywaty
z dajgeym sie latwo wydzielié formantem tworzacym zwykle nazwy ludzi,

3 Por. 8. Rospond, op. ¢it., i H. Gérnowicz, op. cit.

31 Por. W. Taszycki, Patronimiczne nazwy miejscowe na Mazowszu, Krakéw, 1951,
(przedruk:) Rozprawy i studia polonistyczme, t. IV, Wroclaw 1968, s. 87—152. Jeéli idzie
o teren poludniowoslowianski, por. 8. Rospond, Poludniowoslowiarniskie nazwy miej-
scowe z sufiksem -itj-, Krakéw 1937.
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okreflajacym ich ze wzgledu na pochodzenie. Sg to oczywi§cie rézne rodzaje
pochodzenia, mianowicie od 0s6b (Al) oraz od miejsc (A2ab). Nie jest na-
tomiast konieczne przyjmowaé, iz w przeszlosci byly to nazwy ludzi,
bo nie zawsze mozemy to w calej rozcigglosci stwierdzié, poniewaz, jak
juz wspomniatem, za rzadko dysponujemy odpowiednim materiatem
zréodlowym; z formy samej nazwy sadzié o jej znaczeniu w ogéle, a tym
bardziej w przeszlofei jest sprawg nad wyraz ryzykowna. Najprawdo-
podobniej ten wlasnie typ nazewniczy (tzn. niegdy§ nazwy ludzi) moze
reprezentowaé¢ grupa A, przy czym jednak juz dla grupy A2b jest to wy-
1gcznie przypuszezenie niczym nie poparte. Nie dysponujemy tu zadnymi
za§wiadezeniami, zwykle bowiem mamy do czynienia jedynie z nazwami
miejscowymi, ktérych znaczenie mamy rozpoznaé. W ogéle co do typu
Podgrodzice nasuwa sie przypuszezenie, ze formant -ice jest zwyklym su-
fiksem toponimicznym, strukturalnym i nie moze byé zatem mowy o ja-
kimkolwiek znaczeniu: formant ten po prostu substantywizuje wyrazenia
syntaktyezne i nie wiecej. O tym, ze uzyto wilasnie tego formantu, zdecy-
dowala jego szczegélna produktywno§é w tworzeniu w ogéle jakichkol-
wiek nazw miejscowych. Wynika z tego, Ze nawet typy nazw, ktore tu
przyjalem, okazuja si¢ niepewne, dyskusyjne i dwuznaczne. A przecie
pominglem tu nawet nazwy typu Bolechowice, Cieszkowice, ktére na samym
poczatku zaliczylem do watpliwych, a w kazdym razie niezupelnie iden-
tycznych z typem Ractawice. Wspominatem tez uprzednio o tym, ze -ice
w tych wlagnie nazwach moze byé po prostu formantem strukturalnym.
My<le w dalszym ciggu, ze mimo wszystkie zastrzezenia trzeba owo rozgra-
niczenie mie¢ na uwadze. Innymi slowy, nastepujace nazwy miejscowe
nalezy traktowaé jako znaczeniowo nieprzejrzyste, a w kazdym razie
watpliwe:
\ 1. wszystkie nazwy z tzw. sufiksami patronimicznymi, zwlaszeza
| rozszerzonymi wtérnie przez rézne sufiksy przymiotnikowe mianowicie
-0w-, -in-,
2. nazwy utworzone od wyrazen syntaktycznych, np. Podgrodzice,
| zwlaszeza za$ (zgodnie z punktem 1.) nazwy pochodzace od wyrazeh
‘przyimkowych, utworzone przy pomocy formantéw rozszerzonych przy-
rostkami przymiotnikowymi, np. Nagnojowice.

Jak widzimy, watpliwosci w odniesieniu do obu tych grup sa réznego
rodzaju, w drugiej bowiem grupie niejako na plan pierwszy wysuwa si¢
problem podstawy derywacyjnej, mianowicie wyrazenia syntaktyczne,
gdy tymezasem w grupie 1. podstawa (nazwy osobowe pelne lub skrbocone)
nie nastrecza juz powazniejszych klopotéw. Xigczy natomiast obie grupy
wladnie mozliwo§é odmiennej (strukturalnej) funkeji kazdego wystepuja-
cego tu sufiksu.

Co si¢ tyczy podanego wyzej podzialu nazw i réznic miedzy poszeze-



XXVIII 81

golnymi podgrupami, to z tego, co poprzednio powiedziatem, wypltywa
niejednoznaczno§é tych nazw od strony rozwoju, ktéra lezy u podstawy
wszystkich klasyfikacji semantycznych. Jasne jest, ze ew. typ patroni-
miczny tworzy tylko grupa A, natomiast grupe B trzeba uznaé za sekun-
darng formacje lacznie z wyodrebnionymi juz nazwami z sufiksami rozsze-
rzonymi. Ro6zno§é¢ ta wynika z dwu gléwnych przyczyn. Po pierwsze,
tylko nazwy z formantem -ic nie tworza dzisiaj nazw ludzi, inne za$ su-
fiksy s3 w dalszym ciagu produktywne jako nazwy mieszkaricéw (etnika),
po drugie za§ te nazwy miejscowe 83 derywowane przy pomocy sufikséw
prostych. Czyli decyduje tu z jednej strony zasieg derywacyjny, z drugiej
natomiast oddziela je czynnik formalny. Osobne wreszcie miejsce zajmuja
nazwy typu Wdjcice i Bierutowice, ktore z kolei musimy zaliczy¢ do mlod-
szej, wzglednie najbardziej stoponimizowanej warstwy nazewniczej. Oba
te typy maja wyraZnie odmienny charakter, mianowicie sa to formacje
w réznym stopniu (to ograniczenie odnosi sie przede wszystkim do typu
‘Widjcice) sztuezne i asemantyezne. Co do typu Bierutowice sprawa jest
chyba jasna i nie wymaga blizszego dowodzenia, watpliwo§ci moga poja-
wié sie przy nazwach typu Wdjcice. My§le jednak, ze i tu przecie nie bylo
nigdy nazwy czlowieka o nazwie wdjcic, lecz od razu powstala nazwa
miejscowa, gromadna z formantem -ice. Z cala pewnogcia tu nalezy za-
liczyé takie nazwy, jak, Ksigénice czy Oléyce®. Jak juz wspomniatem
wyzej, nazwy typu Bierutowice bezwzglednie stanowia zgola inng warstwe
nazewnicza.

Proponowana chronologizacja nazw miejscowych jest wynikiem ana- |
lizy strukturalnej, oczywiscie materialy historyczne i za§wiadezenia zré-
dlowe moga w niejednym wypadku zmienié poglad na pochodzenie i oko-
licznodci powstania danej nazwy. Tak sie¢ na pewno ma rzecz np. z na-
zwami od wyrazéw zapozyczonych (wdjt, ksiadz, pop, biskup, opat). Co
do ich pojawienia sie w polszezyZnie, to wiemy mniej wiecej dokladnie,
ze zapozycza je (réznymi zreszta drogami) gdzie§ na przetomie X/XT w.,
a niektére z nich jeszeze pdzniej (wdjt, soltys chyba w XIIT—XIV w.).
W kazdym razie jednak sa to nazwy dostatecznie dawne. Niewiele za§
mozemy powiedzie¢ o nazwach typu Bolech-ow-ice, Pod-grodz-ice, czy tez
Starosiedl-ice; moga one byé dawne wzglednie tez wspélezesne z typem
Widjcice. Nie to jest jednak najwazniejsze. Bez watpienia na czolo wysu-
wajg sie nazwy typu Raclawice, ktoére z pewnoscig nalezg ze wzgledu na
zasieg geograficzny do formacji prastowiariskich, por. ros. Wjatyéi, Radi-
mici. Na uwage zastuguje przy tym fakt, ze stare composita, wykazuja
zazwyczaj sufiks -ice, wzglednie -owice, choé ten ostatni jest rzadki,

2 Por. W. Taszycki, Slowiaiiskie matronimiczne nazwy miejscowe, Etnografia
Polska III, 1960, s. 355—365, (przedruk:) Rozprawy ¢ studia polonistyczne, t. IV, Wro-
claw 1968, s. 160—168.
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np. Stoigniewice, ale Krzeszowice, Bolechowice. Oczywiscie nie ma mowy
o jakiej§ zasadzie bezwyjatkowej, widaé¢ jedynie okre§long tendencje,
czy tez maniere.

W sumie wiee mozemy przyjaé takie ‘mniej wiecej ugrupowanie
chronologicznie:

1. nazwy typu Raclawice: Ractaw, :

2. Wdjcice: wdjt, Podgrodzice: gréd, Mogilany: Mogita, Bolechowice:
Bolech (Bolestaw), Czastkowice: Czestek (Crzestaw),

3. Bierutowice: Bierut.

Co sie tyezy owej kolejnodei, to ma ona charakter wzglednie fakul-
tatywny. Granice miedzy poszezegélnymi grupami w najmniejszym nawet
stopniu nie s stale i utrwalone. Wyrézniaja sie tu jedynie grupa pierwsza
i trzecia, stanowigc bez watpienia najdawniejsze i najmlodsze ogniwo.
Owa zresztg niestalo§é chronologiczna ma swoje uzasadnienie w tym, ze
poszezegdlne nazwy powstaly w oparciu o gotowe i w pewnym zakresie
schematyeczne juz wzory. Uksztaltowaly sie bowiem pewne proporcje
semantyczne i formalne, mianowicie: |[Sobiestaw : Sobiestawice = Sobek, So-
bisz : @ (= Sobkowice, Sobieszowice). Wolno nawet zalozyé, ze w sufiksach,
np. w -ice, -owo dokonala si¢ jakby swego rodzaju specjalizacja, staly sie
one wylgcznie formantami toponimicznymi bez jakiegokolwiek znaczenia.
Zmiane taka mozna sobie wyobrazié (je§li oczywiScie przyjmiemy pier-
wotne semantyczne nacechowanie sufikséw) w nastepujacy sposéb:

Raclaw + (-ice) = (Ractaw) - ice.

W pierwszym wypadku nazwa osobowa Ractaw jest czlonem utoz-
samiajgcym (i gléwnym czlonem nazewniczym), za§ -ice jest tylko czlonem
odrézniajagcym, w drugiej natomiast czeSci owego réwnania -ice jako
formant staje sie asemantycznym czlonem odrézniajacym. Jednym stowem
nazywanie zostalo zastapione oznaczaniem i wfedy decydujaca
role odgrywaé zaczynaja momenty formalne, pierwotnie podrzedne w od-
niesieniu do stosunku podstawa i formant. W danym wypadku sufiks stal
sig na tyle typowy, ze jego dolaczenie do jakiegokolwiek elementu (pod-
stawy) pozwala stworzyé nazwe .miejscowa. Tak tylko mozemy sobie wy-
obrazié i wyjasnié powstawanie rozmaitych nazw, okreslanych dzisiaj
jako pamigtkowe 3, z réznymi zreszta sufiksami, por. np. Ketrzyn, Mrg-
gowo, Stalowa Wola, wzglednie szczegdlnie interesujace, jak Nowa Huta
czy Nowe Twchy 3. :

3 Por. W. Taszycki, Polskie pamigtkowe nazwy miejscowe, (przedruk:) Rozprawy
4 studia polowistycene, t. IV, Wroctaw 1968, s. 176—183.

3 Na podkreélenie zastuguje fakt nie tyle tworzenia nowych nazw miejscowych,
lecz jakby ich ,odnawianie“ przy pomocy okreslenn nowy (Nowa Hula), stalowy (Stalowa
Wola). Powstaje zatem pytanie, jaka jest rola owej kompozycji — chyba morfologiczna,
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Roéwnoczesnie jednak trzeba wyraznie zaznaezyé, o jaki typ nazw
pamigtkowych idzie, poniewaz teoretycznie omawiane tu nazwy miej-
scowe, wszystkie razem wolno by byto uznaé za nazwy pamiatkowe, utrwa-
laja one bowiem osoby lub miejsca, od ktérych dana nazwa pochodzi.
Przez nazwy pamiatkowe rozumialbym tu bardzo okre§lony rodzaj nazw,
mianowicie takie, ktére §wiadomie wlagnie temu celowi stuza, np. Spy-
chowo, Polanka-Haller, Dzieré¢onidw. Decydujace znaczenie ma tu zamiana
twoércy nazwy. Z tego tez powodu wyznaczanie dokladne tej grupy nazw
nie jest mozliwe, poniewaz dla wyjatkowych tylko nazw dysponujemy
pelng i prawdziwg informacja na temat okoliczno$ei powstania. Tak wige,
jakkolwiek podejdziemy do nazw miejscowych od strony-ich znaczenia,
zawsze wyplywa potrzeba znajomofei jednostkowych faktow i okolicz-
nosci towarzyszgcych powstaniu danej nazwy. Bez tego nasze ustalenia
semantyczne majay ogélnikowy i czesto przypuszezalny tylko charakter.

Do omawianej tu grupy nazw gromadnych nalezy chyba zaliczy¢
takze rézne nazwy zlozone, np. Skoczyklody, Zabojady, gdyz sa to dery-
waty podobne znaczeniowo (okre§laja pewne zbiorowofei), jak Podgro-
dzice, choé niby brak im sufiksu nazewniczego (Srodkiem derywacyjnym
jest tu wilasnie kompozycja i brak formantu sufiksalnego). Watpliwosei
budzi za§ miejsce nazw typu Wilki, Oygany. Wydaje sie, ze mimo wszystko,
w oparciu o uwagi, jakie poczynilem poprzednio, mozna je zaliczyé do
omawianej grupy formalnej. Oznaczaja one zbiorowo§é, a pluralizacja
jest jedynym wykladnikiem derywacyjnym.

Wysuniete propozyecje maja niewatpliwie ogélno-teoretyczny charakter
i wymagaja dalszej dyskusji. Glownym zamierzeniem byla cheé zwrdcenia
uwagi na konieczno§é bardzo dokladnej i od nowa przeprowadzone]
analizy nazw miejscowych od strony niby znaczeniowej i formalnej.
W pozornie identycznych formacjach moga tkwié rozne warstwy zaréwno
z jezykoznawczego, jak i historycznego punktu widzenia. Zbyt globa-
Ine wyciaganie wnioskéw o znaczeniu na podstawie dzisiejszej formy nie
poszerza naszej wiedzy o nazwach (je§li nawet tylko to jest ich celem)
i to nawet wtedy, jesli wstepnie wydaje sie to przekonywajace i naukowo
skuteczne,

Na tym mozna by zakonezyé rozwazania nad podzialem nazw miej-
scowych. Wynika z nich wiele wnioskéw szezegélowych, jeden natomiast

a znaczenie tych nazw ,zlozonych® jest wyjatkowo pamiatkowe. One nic nie znacza,
83 po prostu mechanicznie tworzone, wedlug istniejacych modeli toponimicznych. Za-
gadnienie semantycznej klasyfikacji nazw zlozonych jest szczegblnie niewdzigezne
i w praktyce bardzo trudne do przeprowadzenia. Owe trudnofci odslaniaja do§é wyra-
znie klopoty i niejasnoéci tego wladnie podzialu. Por. W. Taszycki, ZloZone nazwy
miejscowe w jezyku polskim., (przedruk:) Rozprawy i studia polonistycene, t. IV, Wroclaw
1968, s. 70—86.

6%
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o charakterze ogélnym, mianowicie stwierdzenie, ze jest to zagadnienie
w dalszym ciagu aktualne, ze dotychczasowe klasyfikacje nie zadawalaja
zar6wno od strony znaczeniowej, jak formalnej. Bez watpienia najpierw
nalezaloby ustalié, czy tez wskazaé, jakiemu celowi ma klasyfikacja stuzy¢.
Podzial dla podziatu, czyste tylko porzadkowanie i szufladkowanie ma-
teriatu nie moze w zadnym wypadku zadawalaé i nie powinno byé gléwna
podnieta przy grupowaniu nazw. Z tego, co napisalem wyzej, wynika
jasno, ze Kklasyfikacja znaczeniowa zbyt wielkg autonomie przyznaje
nazwom, czyni je §rodkiem do nadmiernie teoretycznych i niedostatecz-
nie umotywowanych wnioskow dotyezacych historii nazw, ich powstania,
zbyt latwo uogélnia informacje jednostkowe, a nawet niekiedy pomija
dane historyezne, wzglednie do nich nie siega, gdy tymezasem — jak sie
okazuje — zawsze konieczna jest znajomo§é okolicznosci powstania nazwy.
Maja one zawsze jednostkowy indywidualny charakter. Inaczej podchodzi
do nazw klasyfikacja formalna, ktéra — niestety — w swym podstawo-
wym zamierzeniu wydziela grupy nazewnicze, jakie niczym sie nie réznig
od wyrazow pospolitych. To jedno. Po drugie, w szczegbélowym we-
wnetrznym podziale odwoluje sie do potepianej klasyfikacji znaczenio-
wej. Na potrzebe stosowania réznych kryteriow klasyfikacyjnych w za-
leznosci od celéw wskazuje takze V. Smilauer ¥, wyrézniajac stownikowa,
morfologiczng, czy tez historyczno-kulturalng przydatno§é nazw miej-
scowych. Warto przy tym dodaé, ze zainteresowanie Smilauera budzi za-
réwno podstawa nazewnicza, jak i formant %, przy czym nie postepuje
on mechanicznie, lecz wysuwa na plan pierwszy w potrzebnym zakresie
momenty znaczeniowe i formalne.

Wprawdzie nie bylo moim zamierzeniem daé¢ dokladnego przegladu
wszelkich poczynan w zakresie klasyfikacji stowiariskich nazw miejscowych,
niemniej jednak musze zaznaczyé, ze klasyfikacja semantyczna W. Taszy-
ckiego spelnia istotng role i stanowi wazny etap w rozwoju stowianskiej
onomastyki i, co warto podniedé, zostala zastosowana z pozytkiem w wielu
opracowaniach, ktérych ze wzgledu na brak miejsca nie moge wymieniaé.
To jedno. Po drugie za§ z pewnymi modyfikacjami znalazta potwierdzenie
w materiale toponimicznym innych jezykéw stowianskich (por. P. Zwolinski,
Stowianskie nazwy miejscowe Bulgarii. Ujecie syntetyczne, Sprawozdania
PAU LI, 1950, s. 495-8; S. Hrabeec, Podzial znaczeniowy rosyjskich nazw
miejscowych. Ksiega pamiqtkowa 75-lecia Tow. Nauk. w Toruniu, Torun
1952, s. 163-76; warto wspomnieé tegoz autora, Nazwy gruntowe woje-

% Soustava feskych mistnich jmen, Mistnt jména v Cechdch, jejich wvznik, puivodni
vyenam a emény, t. V. Dodatky k dilu Antonina Profouse, napsali Jan Svoboda, Vla-
dimir Smilauer a dalsf, Praha 1960, s. 521—670.

% 'W. Taszycki, Klasyfikacja stowiadiskich nazw miejscowych znaczeniowa i for-
malna, (przedruk:) Rozprawy..., t. IV, 8. 64—69.



XXVIIT : 85

wodztwa todzkiego. . Podzial semantyceny, Slawische Namenforschung,
Berlin 1963, s. 15-20). Osobno wreszcie trzeba wspomnieé¢ prace W. Ta-
szyckiego, Ztosone nazwy miejscowe. w jezyku polskim, Slavia XXIX, 1960,
8. 46-64, poruszajaca zagadnienie zupetnie odrebne i wymagajace osobnego
potraktowania. Jezykow poludniowostowiariskich dotyeza najnowsze dwie
prace W. Lubasia, mianowicie: Patronimski geografski nazivi sa forma-
ntom -ci, -ovei [/ -evei, -inci w srpskohrvatskom jezikw, Anali Filoloskog
Fakulteta nr 8, Belgrad 1968, 8. 93-134 oraz dawniejszy teoretyczny,
niestety weze§niej mi nie znany, a zupelnie mimo pozoréow tradycyjny
i nie przekonujacy, oparty na materiale serbskim artykul Iz problema-
tike znadenja vlastitih imena, tamze nr 7, 1967, s. 167-192. Wystarczy
wskazaé, ze identyczno$é semantyczna wyrazéw pospolitych i imion
wlasnych jest nie do pomyslenia nie tylko w rozumieniu psychologicznym,
ale i jezykoznawczym (brak synoniméw, definicji znaczeniowych oraz,
co mniej wazne, odrebnofci gramatyczne).

Jak widaé¢ z niniejszego artykulu, klasyfikacja nazw miejscowych
oczekuje dalszych badan. Odnosi sie to do wszystkich nazw wlasnych,
takze do antroponimii, ktorej zwigzek z toponimia jest szczegdlnie bliski
i chyba oba te dziaty nalezy traktowaé razem 3. Woéwezas tez wolno sie
bedzie pokusié o wiasciwe i skuteczne wykorzystanie onomastyki dla tha-
maczenia réznych zjawisk spolecznych.

LES NOMS DE LIEUX SLAVES ET LEURS CLASSEMENTS

(Remarques et propositions)

Résumé

La division des noms de lieux (ainsi que de personnes) demeure un probléme tou-
jours actuel, tant en ce qui concerne les critéres sémantiques que les critéres formels.
Les classements adoptés jusqu’ici ne sont pas satisfaisants du point de vue méthodologi-
que; on ne dit pas, entre autres, & quoi ils peuvent servir. Il faut ici rattacher en particu-
lier le probléme de 'autonomie et de I'indépendance des noms propres, ensuite le fait
de considérer le manque de sens comme l'indice de la fonction onomastique.

L’article présente I’analyse et la critique des opinions émises jusqu’ici. Comme base
des considérations, on a pris le rapport de la base au formant; de plus, I’onomatisation
de la fonction des formants est placée au premier plan. Il s’avére en effet que ce n’est
pas tellement la teneur du nom, mais bien le formant morphologique productif qui
décide de la productivité d’un type donné d’appellation et non d’un autre.

3 Por. W. Taszycki, Polskie mazwy osobowe (przedruk:) Rozprawy..., t.1IV,
8. 21—40; 8. Rospond, Struktura ¢ klassifikacija drewnewostocznoslawianskich antropo-
nimow (imena), Woprosy Jazykoznanija XIV, 1965, nr 3, s. 3—21. Zagadnienie to ocze-
kuje w dalszym ciggu szczegbélowego opracowania na plaszezyZnie synchronicznej i hi-
storycznej.
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KAZIMIERZ POLANSKI

Gramatyka transformacyjno-generatywna
a inne teorie jezyka*

W ostatnich latach obserwujemy coraz to nowe préby formalizacji
teorii jezyka, podejmowane nie tylko przez jezykoznawcow, ale takze
przez przedstawicieli innych gatezi naukowych, zwlaszeza za$ logikéw.
i matematykéw. Jest to zjawisko w dzisiejszych czasach calkowicie zro-
zumiate. Tendencja do matematyzacji objela dzi§ niemal wszystkie ga-
lezie nauki. Nie jest to tylko, jak niektérzy usituja twierdzié, przejaw
mody. W miare narastania zorganizowanej wiedzy w kazdej dyscyplinie
wzrasta potrzeba precyzji.

Trzeba otwarcie przyznaé, ze impuls do formalizacji jezykoznawstwa
daly badania logikéw. Wprawdzie przedmiotem badan lingwistyeznych
logikéw sa glownie tzw. jezyki sztuczne, a przede wszystkim jezyki spe-
cjalne dwoch dyscyplin naukowych — logiki i matematyki, to jednak ich
wyniki rzucily takze wiele éWiat_la, na niektére podstawowe problemy je-
zykow naturalnych. Nic w tym zresztg dziwnego, poniewaz jezyki sztuczne
to przeciez takze jezyki, tylko Swiadomie skonstruowane przez czlowieka
i jako takie stanowig w poréwnaniu z jezykami naturalnymi systemy
uproszezone i uporzagdkowane a przez to latwiejsze do opisu. Jest rzeczgy
dobrze znana z historii nauki, ze ,bardzo wielu waznych odkryé nauko-
wych dokonano nie przy badaniu zjawisk wystepujacych w naturze, lecz
przy badaniu urzadzen bedacych wytworem czlowieka“ !,

Dyskusja nad problemem, czy i w jakim stopniu jezyki naturalne
wykazuja wlasnofci systemoéw logicznych, oraz podobienstwa i rdznice,
jakie sie¢ w tej dyskusji stwierdza miedzy takimi systemami a jezykami
naturalnymi, pozwalaja lepiej poznaé¢ nature tych ostatnich. Stopniowo
realizowany jest postulat wysuniety przez F. de Saussure’a, w my§l kto-

* Referat wygloszony w 1968 r. na Zjeidzie PTJ.
1 Por. J. R. Pierce, Symbole, sygnaly, szumy, Wprowadzenie do teorii informacji.
Z angielskiego ttumaczyt J. Miescicki i R. Gomulicki; Warszawa, 1967, s. 36—37,



88 XXVIII

rego jezykoznawstwo powinno staé sie czeScia ogdlnej nauki o systemach
znakowych. Jest to wielka szansa dla jezykoznawstwa i jezykoznawcy
nie mogy jej zaprzepascié. Wprawdzie o zadnej z dotychezasowych préb
nie mozna powiedzieé, ze jest calkowicie zadowalajaca, i zapewne nie-
predko jeszcze uda sie stworzyé pelny sformalizowany opis jezyka, to
jednak rezultaty, jakie juz przy dotychezasowych prébach osiagnieto,
a zwlaszeza perspektywy, jakie sie dzieki nim otwieraja przed jezyko-
znawstwem, powinny jezykoznaweéw zachecié do dalszych badan na tym
polu.

Nie wszyscy jeszcze widzg potrzebe osiggniecia przez jezykoznawstwo
takiego stopnia Scisto$ei, jaki jest wymagany w logice matematycznej czy
matematyce. Potrzebe taka jednak wszysey tatwo zrozumiemy, jesli
uswiadomimy sobie wymagania, jakie stawiaja jezykoznawstwu jego nowe
zastosowania zwigzane z mozliwoSciami automatyzacji. Chodzi tu nie
tylko o kwestie maszynowego tlumaczenia, ale takze o szereg innych dzie-
dzin, w ktérych jezykoznawstwo znajduje dzi§ zastosowanie. Tu naleza
na przyklad takie sprawy, jak opracowanie sposobéw wprowadzania in-
formacji do elektronowych maszyn eyfrowych w postaci jezykowej (za-
miast — jak dotychezas — w postaci zakodowanej na kartkach perforo-
wanych), konstrukeja rozmaityeh urzadzen do automatycznego gromadze-
nia dokumentacji, a przede wszystkim zastosowania jezykoznawstwa
w teletechnice. Sprawy te wymagaja §cistej wspolpracy matematyka,
inzyniera i jezykoznawey, a jej niezbednym warunkiem ze strony tego
_ostatniego jest wlasnie formalizacja opisu jezykowego. Z drugiej strony
formalizacja opisu jezykowego ulatwi samym jezykoznawcom korzysta-
nie z szerokich mozliwoéci, jakie daje wspoélczesna technika, na przyklad
choéby w zakresie gromadzenia materiatéw i ich klasyfikacji.

Jezykoznawey nie powinni chyba stronié od zagadnien, ktoére roz-
szerzaja krag zainteresowanych sprawami jezyka i rzucaja pomost miedzy
jezykoznawstwem a innymi naukami. Nowe zadania nie sg latwe, ponie-
waz wymagaja od jezykoznawecéw opanowania logiki matematycznej
a nawet niektérych dzialéw matematyki wyzszej, a od logikéw i mate-
matykéw — podstaw jezykoznawstwa. W niektoérych krajach, na przy-
ktad w Zwigzku Radzieckim, wprowadza si¢ w zwiazku z tym kursy pod-
staw wyzszej matematyki na wydzialach filologicznych dla tych stu-
dentéw, ktérzy maja sie specjalizowaé w jezykoznawstwie.

Tendencje do ufci§lenia nauki o jezyku pociggnely za soba zaintere-
sowanie struktura samego jezykoznawstwa. Badania prowadzone na tym
polu ufwiadomily jezykoznawcom istnienie wielu probleméw spornych
w sprawach najbardziej podstawowych, takich jak cele jezykoznawstwa
i wybér odpowiednich metod badaweczych. W tym kontek§cie trzeba
szukaé genezy gramatyki generatywnej. W ujeciu gramatyki generatyw-
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nej celem opisu jezykowego jest wyznaczenie czy tez okreslenie (inaczej:
generowanie) gramatyecznie poprawnych zdan i przyporzadkowanie kaz-
demu z nich odpowiedniego opisu strukturalnego. Musimy przyznaé, e
cele te jezykoznawstwo opisowe stawialo sobie od dawna. Nowofcia jest
tu zastosowanie odpowiedniego aparatu matematyczno-logicznego wypra-
cowanego przez logikéw do opisu réznego rodzaju systeméw formalnych,
a przede wszystkim systemow jezykow sztucznych (specjalnyeh). System
rozumie si¢ przy tym nie w sensie de Saussure’owskim jako zbiér ele-
mentéw i stosunkéw miedzy tymi elementami, lecz jako urzadzenie typu
cybernetycznego z wejSciem i wyjSciem, urzadzenie, ktére ma swoja
strukture wewnetrzng i ktoére swoim dzialaniem generuje okre§lony zbior
elementéw. Takie ujecie czyni zado§¢ wymaganiom, jakie jezykoznawstwu
stawiaja jego nowe zastosowania i umozliwia poréwnanie jezykéw natu-
ralnych z systemami logicznymi na podstawie aparatu formalnego po-
trzebnego do opisu tych ostatnich.

Koncepcje opisu jezyka jako wyznaczenie poprawnie tworzonych
zdan po raz pierwszy wysunad polski logik K. Ajdukiewicz 2. Podjeli ja
nastepnie i rozwineli Y. Bar-Hillel, J. Lambek i inni 3. Opisu takiego nie
zalicza sie¢ zwykle do gramatyki generatywnej, poniewaz jego tworcy
upatrywali swoje zadanie gléwnie w formulowaniu regul, ktére by pozwa-
laty kazdorazowo stwierdzié, czy dane wyrazenie jest gramatyeznie po-
prawnym zdaniem. Tego rodzaju opisy jezykowe, oparte na logicznym
pojeciu tzw. funkeji obliczalnych (inaczej zwanych funkcjami' rekuren-
cyjnymi) przyjeto nazywaé gramatyka rozpoznawcza (recognoscative
grammar). Tak pojeta gramatyka moze zreszta mie¢ rozmaite formy,
w zwigzku z ezym rozroéznia sie kilka jej rodzajow. Dla tego typu, ktory
wywodzi si¢ bezposrednio od koncepcji Ajdukiewicza, utarla si¢ nazwa
gramatyki kategorialnej.

Za tworce wlasciwej gramatyki generatywnej uwaza sie N. Chom-
skiego . W przeciwienstwie do gramatyki rozpoznawczej gramatyka pro-
ponowana przez Chomskiego wyznacza gramatycznie poprawne zdania za
pomocy zbioru regul, ktore je konstruktywnie wyliczaja. Logiczna pod-

2 Por. K. Ajdukiewicz, Die syntaktische Konnewxitit, Studia Philosophica I,
8. 1—27 (zob. takze polski przeklad w zbiorze jego pism Jezyk ¢ poznanie, t. I, War-
szawa 1960, s. 222—242).

¢ Por. J. Lambek, On the Calculus of Syntactic Types (w zbiorze Proceedings
of Symposia in Applied Mathematics, t. X11, Structure of Language and Its Mathematical
Aspects, 1961, s. 166—178).

¢ Por. N. Chomsky, Three Models for the Description of Language (w zbiorze
IRE Tramsactions on Information Theory, IT-2, 8. 113—124); Syntactic Structures,
Mouton 1956; Aspects of the Theory of Syntax, Cambridge, Mass., 1965; Cartesian Lin-
guistics, New York and London 1966.
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stawg tak rozumianej gramatyki jest pojecie tzw. konstruktywnych de-
finieji zbioru. '

Poniewaz jednak zaréwno gramatyka rozpoznawcza, jak tez grama-
tyka proponowana przez Chomskiego pojmuje opis jezykowy jako wy-
znaczenie (a wiec generowanie) gramatycznie poprawnych zdarn, nale-
zaloby je wiadciwie obie obejmowaé wspélng nazwa gramatyki genera-
tywnej i w jej obrebie wyrézniaé dwa podrodzaje, ktére by mozna nazwaé
odpowiednio gramatyksg rozpoznaweczg i gramatyka konstruktywistyczna.

Oprécz gramatyki rozpoznawcezej oraz generatywnej w wezszym zna-
czeniu, zaproponowano ostatnio szereg innych jezykowych systemoéw for-
malnych, z ktérych warto tu wymienié przede wszystkim tzw. gramatyke
analityczng (inaczej zwang teorio-mnogo§ciowa), rozwijang glownie
w Zwigzku Radzieckim ®°, Rumunii® i Czechoslowaecji’. Przedstawiciele
tego kierunku, blizszego zaréwno jezykoznawstwu tradycyjnemu, jak
i klasyeznemu strukturalizmowi, zajmuja tutaj stanowisko odwrotne do
zalozen gramatyki generatywnej. Gramatyka analityczna przyjmuje zbiér
poprawnych gramatyecznie zdan jako punkt wyjscia z goéry dany, a za cel
sw6j uwaza badanie struktury tych zdan, ich elementéw skladowych
i stosunkéw zachodzacych miedzy nimi. Nacisk jest tu polozony na wy-
pracowanie metod analizy tekstu, ktéra nastepnie ma stanowié podstawe
do skonstruowania odpowiedniej gramatyki ze wszystkimi jej pojeciami
i twierdzeniami. Pod tym wzgledem cele gramatyki analitycznej sg niemal
identyczne z tymi, jakie sobie stawiali amerykanscy deskryptywisci. Od
amerykanskiego jezykoznawstwa deskryptywnego gramatyka analityczna
rézni sie jednak zasadniczo. Réznice miedzy tymi dwoma kierunkami
sprowadzajg si¢ po pierwsze do tego, ze przedstawiciele gramatyki anali-
tycznej w szerokim zakresie uwzgledniaja stosunki paradygmatyeczne, nie
ograniczajac sie tylko do badania dystrybucji, jak to czynia amerykanscy
deskryptywisci, a po drugie cala koncepeja gramatyki analitycznej oparta
Jjest na teorii mnogosei.

Gramatyka generatywna Chomskiego rézni sie od gramatyki anali-
tyeznej i od jezykoznawstwa deskryptywnego tym, ze nie usituje wypra-
cowaé procedury, ktéra by tylko na podstawie dostatecznie obszernego
zbioru tekstéw (tzw. korpusu tekstowego) pozwolila uzyskaé opis danego

® Por. O. 8. Kulagina, Ob odnom sposobe opredelenija grammatideskich ponjatij
na baze teorii mnofestv, Problemy kibernetiki, I, s. 203—214.

¢ Por. 8. Marcus, Linguisticd matematicd. Modele matematice in linguistied,
Bucuresti 1963; Iniroduction mathématique & la lingwistique structurale. Monographies
de linguistique mathématique 1, Paris 1967; Algebraic Linguistics; Analytical Models,
Mathematics in Science and Engineering 29, New York and London 1967.

? Por. np. L. Nebesky, O jednom algebraickém modelu jazyka, Slovo a Slovesnost,
XXIV, 1963, s. 231—237.
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jezyka. Gramatyka generatywna nie stanowi zatem metody analizy tekstu,
lecz jest teoria jezyka. Jej przedmiotem jest ocena opisu jezykowego bez
wzgledu na to, jaka droga do tego opisu sie dochodzi. Gramatyke genera-
tywna mozna zatem uwazaé¢ za jeden ze sposobéw przedstawiania wy-
nikéw uprzednio przeprowadzonej analizy. Jakie metody stosujemy przy
tej analizie, nikogo tu nie obchodzi. W szczegélnofci dopuszeza sie tutaj
korzystanie w szerokim zakresie z wlasnej intuicji jezykowej lub tez z in-
. tuicji jezykowej innych.

Na ten moment trzeba zwrécié baczng uwage, poniewaz czesto mozna
si¢ tu spotka¢ z nieporozumieniem, ktére polega na tym, ze gramatyke
generatywng traktuje sie jako jedna z metod analizy tekstu.

Chociaz do wypracowania gramatyki generatywnej mozna dochodzié
réznymi drogami, wykorzystujac przy tym takze czynnik subiektywny,
jakim niewgtpliwie jest intuicja, to jednak sama gramatyka musi byé
. tak zbudowana, zeby generowala tylko zdania poprawne gramatycznie
oraz ich opisy strukturalne zgodne z intuicja méwiacych. Ponadto wy-
kluczona byé przy tym powinna wszelka niejasno$é czy dwuznaczno§é.

Gramatyke generatywng Chomskiego mozna w pewnym sensie uwa-
zaé za prébe pogodzenia jezykoznawstwa deskryptywnego z gramatyka
tradycyjng. Deskryptywisei, dazac do uzyskania maksymalnego obiekty-
wizmu, starali si¢ wypracowaé¢ taka procedure analizy tekstu, ktéra by
zapewniala jednakowe rezultaty, otrzymywane przez réznych badaczy na
tym samym tek$cie. Zastosowano przy tym metode tzw. segmentacji
(tj. wyodrebniania w tekscie mniejszych odcinkéw ezyli segmentow) i kla-
syfikacji wyodrebnionych segmentéw na podstawie kryteriow dystrybu-
cyjnych. Zasadniczym celem tak pojetej analizy bylo ustalenie przyna-
leznogei odpowiednich segmentéw do okre§lonych klas. Akceptowano
przy tym tylko takie klasy (takie kategorie), ktére miaty swo6j wykladnik
formalny w postaci odpowiedniego kryterium dystrybucyjnego. Opiera-
nie si¢' jedynie na kryteriach dystrybucyjnych prowadzilo z koniecznofci
do przyjmowania w szerokim zakresie homonimii strukturalnej. Grama-
tyka tradycyjna wyrdzniala szereg kategorii nieuwarunkowanych dystry-
bucyjnie, np. genetivus subiectivus (por. wschod stoiica, przyjazd brata,
ryk lwéw, czytanie Janka), genetivus obiectivus (por. czytanie ksiqiki,
pragnienie szcze$cia, Zqdza stawy). Deskryptywisci nie widza tu zadnych
podstaw do przyjmowania dwéch odrebnych kategorii.

A jednak czujemy intuicyjnie, ze racja jest tu po stronie gramatyki
tradycyjnej, chociaz nie posiada ona odpowiednich $rodkéw formalnych
do wyrazenia takich réznic. Chomsky postawil sobie jako zadanie skon-
struowanie takiej gramatyki, ktéra by tlumaczyla wiernie intuicje uzyt-
kownikéw jezyka, ale czynila to w sposéb formalny. Zwolennicy grama-
tyki generatywnej klada wielki nacisk na to, aby wszelkg informacje do- -~
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tyczaca opisu strukturalnego przedstawiaé w sposéb formalny, tzn. pre-
cyzyjnie i wyraznie (explicite). Gramatyka generatywna w tym rozumie-
niu ma stanowié¢ model tzw. kompetencji jezykowe]j idealnego uzytkownika
jezyka. Nie chodzi tu jednak o model uzywania jezyka, bo to zalezne jest
od wielu czynnikéw, m. in. takze od czynnikéw pozajezykowych, lecz
wlasnie o model kompetencji jezykowej, czyli po prostu o model systemu
jezykowego, poniewaz kompetencje jezykowe kazdego uzytkownika je-
zyka sprowadzaja sie do tego, Ze ma on ten system opanowany w postaci
regul, ktére pozwalaja mu budowaé coraz to nowe zdania gramatyecznie
poprawne. {Nie oznacza to oczywiscie, ze kazdy uzytkownik jezyka uswia-
damia sobie explicite te reguly, tak samo jak na przyklad nie kazdy, kto
umie mnozy¢ czy dzielié, potrafi explicite sformulowaé odpowiednie reguly
arytmetyczne, ktére uprzednio musial opanowaé.

Gramatyka generatywna ma juZz swoja historie. Zaproponowano juz
niejeden jej model zaleznie od zalozen, jakie sie przyjmuje za punkt
wyjscia. Sam Chomsky zaczal budowaé swoja gramatyke generatywna
najpierw w ramach zalozen amerykanskiego jezykoznawstwa deskryptyw-
nego, opierajac sie poczatkowo glownie na metodzie tzw. skladnikéw bez-
posrednich. Dla takiej gramatyki przyjela sie nazwa gramatyki struktur
frazowyeh (lub krocej: gramatyki frazowej; po angielsku: phrase structure
grammar). Chomsky jednak wkrétce spostrzegt, ze gramatyka frazowa nie
potrafi generowaé struktur bardziej zlozonych. Nie potrafi takze objasnié
zjawiska homonimii strukturalnej. Rozszerzy! zatem swoja gramatyke,
wprowadzajac do niej tzw. czesé transformacyjna. Dla odréznienia jej od
innych typéw gramatyki generatywnej trzeba ja nazwaé gramatyka
transformacyjno-generatywna.

Nie wszyscy zwolennicy gramatyki generatywnej widza potrzebe
rozszerzania gramatyki frazowej o eze$é transformacyjna. Poza tym nie-
ktore modele gramatyki generatywnej nawigzuja do innych metod i za-
lozen, na przyklad do klasycznego strukturalizmu europejskiego ® czy tez
do tzw. teorii stratyfikacyjnej rozwijanej przez S. M. Lamba °. W pierw-
szym wypadku otrzymujemy tzw. zaleznofciowy model gramatyki gene-
ratywnej, w drugim gramatyke generatywna buduje sie w oparciu o po-
jecie tzw. plaszezyzn ezy planéw, ktoéryeh liczby w systemie jezykowym
jeszeze zreszty ostatecznie nie ustalono. W typie pierwszym podstawows
role gra pojecie zaleznofei syntaktycznej, wypracowane przez rozmaite
kierunki jezykoznawstwa europejskiego. W gramatyce generatywnej typu
frazowego czy transformacyjnego pojeciem zaleznofci si¢ nie operuje. Do

8 Por. np. H. Gaifman, Dependency Systems and Phrase Structure Systems, Me-
morandum P-2315, Santa Monica, Calif, RAND Corporation, 1961; D. G. Hays, Depen-
dency Theory: A Formalism and Some Observations, Language 40, nr 4, 8. 511—525.

® Por. P. Sgall, Generativni popis jazyka a Ceskd deklinace, Praha 1967.
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przedstawienia takich zjawisk, jak rekcja czy kongruencja, stuzg tam inne
§rodki formalne niz pojecie zaleznosci syntaktycznej.

Transformacyjna gramatyka generatywna przedstawia sie¢ dzi§ zupel-
nie inaczej niz wtedy, kiedy zaczal ja propagowaé Chomsky i jego zwolen-
nicy. Zawsze jednak widoezny byl tu silny zwiazek z logika matematyczna.
Nawet w rozwoju historycznym gramatyki generatywnej i logiki matema-
tycznej paralelizm jest uderzajacy. Chomsky poczatkowo calkowicie ab-
strahowal od semantyki, twierdzae, ze wszystkie réznice semantyczne
dadza sie sprowadzié¢ do syntaktyeznych. Warto tutaj przypomnieé, ze
i w logice matematycznej poczatkowo nie widziano potrzeby opracowa-
nia logicznej semantyki. Wedtug stéw R. Carnapa z r. 1929 program badan
logicznych nie potrzebowal niczego oprécz skladni logicznej . Dzi§ roz-
wazania semantyczne zajmuja w logice matematycznej jedno z central-
nyech miejsc. Podobnie rzecz sie przedstawia i w gramatyce generatywnej.
W swej obecnej wersji gramatyka transformacyjno-generatywna sklada
si¢ z trzech dzialéow: syntaktycznego, semantycznego i fonetycznego (czy
fonologicznego). Dzial syntaktyezny okrefla dla kazdego zdania z jednej
strony tzw. strukture gleboka, ktéra stanowi podstawe dla dzialu seman-
tyeznego, z drugiej za$ strony tzw. strukture powierzchniowg, ktéra jest
punktem wyjdeia dla dzialu fonetycznego. Dzial syntaktyczny zatem
dzieli si¢ na dwie czeSci: czesé podstawowa i cze$é transformacyjnag.
Pierwsza obejmuje system regul, ktore generujg bardzo ograniczony zbiér
struktur podstawowych wraz z odpowiednimi opisami strukturalnymi
przedstawionymi formalnie w postaci tzw. znacznikéw frazowych. Te
podstawowe struktury to jednostki elementarne, z ktérych sklada sie
struktura gleboka kazdego zdania. Cze§é druga transformacyjna wypro-
wadza, czyli derywuje z tych podstawowych struktur konstrukeje bar-
dziej zlozone za pomoca operacyj zwanych transformacjami. Konstrukeje
te stanowig podstawe dla tzw. struktury powierzchniowej, ktéra otrzymuje
si¢ ostatecznie w wyniku zastosowania regul dziatu fonetycznego.

Nie trudno zauwazyé, ze cze$é podstawowa dzialu syntaktycznego
przypomina dzial systeméw logicznych obejmujacy tzw. reguly formo-
wania, ezyli reguty stuzace w logice do konstruowania twierdzen podsta-
wowych. W niektérych pracach z zakresu gramatyki transformacyjno-
generatywnej tak sie nawet nazywa reguly cze$ci podstawowej dziatu syn-
taktycznego (rules of formation !, Formationsregeln) 2, Czes§é transfor-

1 Por. R. Carnap, Abriss der Logistik, Wien 1929; Die alte und die neue Logik,
Erkenntnis, t. I, 1930.

1 Por. np. E. Bach, An Introduction to Tramsformational Grammars, New York,
Chicago, San Francisco 1964, przypis na s. 35.

12 Por. Studia Grammatica I, Deutsche Akademie der Wissenschaften zu Berlin,

Arbeitsstelle Strukturelle Grammatik, Zweite, durchgesehene Aufl.,, Berlin 1965,
8. 19—27.
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macyjna natomiast stanowi paralele logicznych regul wnioskowania, czyli
wyprowadzania (derywacji) jednych twierdzen z innych (rules of inference
lub rules of derivation).

Pojecie struktury glebokiej w jezykoznawstwie amerykanskim wpro-
wadzono poczatkowo gléwnie w zwiazku z trudnofciami objagniania
struktur homonimicznych. Hockett chyba pierwszy uzyl tu terminéw
gramatyka gleboka i gramatyke powierzehniowa (deep grammar, surface
grammar) 3, zaliczajac do pierwszej rozwazania na temat konstrukeji
o réznych znaczeniach, ktore jednak nie znajduja wytlumaczenia w gra-
matyce powierzechniowej, tzn. ktérych formy pozornie niczym si¢ od siebie
nie rézniag. Hockett jednak zadnego wytlumaczenia formalnego dla takich
faktéw nie podal, wskazal tylko, ze w tym zakresie jezyki si¢ od siebie
moga znacznie réznié.

Koncepcja struktury glebokiej jest dzi§ rozwijana nie tylko przez
zwolennik6w gramatyki transformacyjno-generatywnej, ale takze przez
przedstawicieli innych kierunkéw jezykoznawezych. Przez strukture gle-
boka, najogblniej méwige, rozumie sie dzi§ skladnie, ktérg mozna by na-
zwaé skladnig semantyczng, niezalezng w pewnym sensie od morfologii,
tj. r6zng od skladni powierzchniowej, zwiazanej §cifle z morfologia. Na
przyklad takie wyrazenia, jak pies gryzie, ugryzienie psa, ugryzienie przez
psa beda mialy te sama strukture gleboka, a réznice miedzy nimi beda
sie sprowadzaé¢ do struktury powierzchniowej.

Pojecie struktury glebokiej odgrywa szczegélna role w gramatyce
transformacyjno-generatywnej. W amerykanskim jezykoznawstwie de-
skryptywnym przez dluzszy czas nie wyrézniano w ogdle takich pojeé,
jak struktura gleboka i powierzchniowa. Mozna by powiedzieé, ze impli-
cite przyjmowano ich identyczno§é . Otéz podstawowq koncepcja gra-
matyki transformacyjno-generatywnej jest zalozenie, ze te struktury sa
w zasadzie rézne i ze struktura powierzchniowa jest okreslana w wyniku
zastosowania do konstrukeji bardziej elementarnych szeregu operacyj
formalnych zwanych transformacjami gramatycznymi. W ten sposob
w gramatyce generatywnej typu transformacyjnego znajduja wyttumacze-
nie nieraz zasadnicze réznice miedzy konstrukejami, ktérych struktury
powierzchniowe sg identyczne. Na przyklad takie wyrazenia, jak z jednej
strony czytanie Janka a z drugiej czytanie ksiqiki objasnia si¢ odpowiednio
jako transformacje struktur glebokich Jamek cayta i kto$ ceyta Lksiagke.

Reguly transformacyjne z jednej strony przeksztalcaja te same
struktury glebokie na rézne powierzchniowe, por. na przykiad:

pies gryzie — ugryzienie psal|ugryzienie przez psallgryzacy pies

13 Ch. Hockett, A Course in Modern Linguistics, New York 1958, s. 246—252.

14 Por, N. Chomsky, Aspects of the Theory of Syntax, Cambridge, Mass., 1965,
8. 16—18. ; .
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z drugiej za$ strony z dwéch lub wiecej struktur glebokich ré6znych wypro-
wadzaja identyczne struktury powierzchniowe, por. na przyklad:

kierownik wybiera e )
¢ o .. Ywybor kierownika

kierownika wybwqu}

W ten sposéb tlumaczy sie homonimia struktur powierzchniowych.
Pojecie struktury glebokiej nie zostalo jednak do tej pory jedno-

znaeznie okre§lone. Nie odréznia sie tu mianowicie w sposéb nalezyty

aspektu syntaktycznego od semantycznego, przypisujac kategoriom wy-

réznianym w strukturze glebokiej cechy badz gramatyczne, badZz seman-

tyczne. Chodzi zwlaszeza o kategorie relacyjne, takie jak podmiot, do-

pelnienie, orzecznik itp. Jako przyklad niech posluzy tu jedno ze zdan

analizowanych przez Chomskiego 5:

I persuaded John to be ewamined by a specialist.

Zdaniem Chomskiego John jest tu z jednej strony dopelnieniem blizszym
tzw. frazy werbalnej;»z drugiej zas strony gramatycznym podmiotem
a logicznym dopelnieniem blizszym (!) zdania zanurzonego (czyli pod-
rzednego). Mamy tu klasyczny przyklad mieszania stosunkéw gramatycz-
nych i semantycznych miedzy czesciami zdania.

Problem czesei zdania to w ogéle staba strona gramatyki transforma-
cyjno-generatywnej, odziedziczona zreszta po gramatyce tradycyjnej.
W klasycznym deskryptywizmie amerykanskim nie znajdziemy w ogéle
takich terminéw, jak podmiot, orzeczenie czy dopelnienie ¢, Jegli Chomsky
czasem uzywa tych terminéw, to czyni to pod wplywem gramatyki tra-
dycyjnej, ale tez ze wszystkimi jej niekonsekwencjami w tym zakresie.
Chomsky zreszta wyraZnie unika tych pojeé, twierdzac, ze nie ma po-
trzeby o nich méwié w opisie strukturalnym, poniewaz funkeje okreslane
przez nie wynikaja posrednio z innyech faktéw. Przypomnijmy tutaj, ze.
w gramatyce transformacyjno-generatywnej dzieli si¢ zwykle zdanie na.
dwie gléwne czedci, tzw. fraze nominalng (NP, Noun Phrase) i tzw. fraze
werbalng (VP, Verb Phrase), ktére odpowiadaja czeSciowo tradyeyjnym
pojeciom grupy podmiotu i grupy orzeczenia. Ot6z zdaniem Chomskiego.
podmiot zdania to nic innego, jak stosunek zachodzacy miedzy fraza no-
minalng zdania a calym zdaniem, dopelnienie blizsze to stosunek zacho-
dzacy miedzy frazg nominalng bedaca czefcig frazy werbalnej typu V-+ NP
a caly fraza werbalng itp.1".

15 N. Chomsky, op. cit., 5. 22—23.

16 Por. np. Z. S. -Harris, Methods in Structural Linguistics, Chicago 1951;
H. A. Gleason, Jr., An Introduction to Descriptive Linguistics, Revised ed., New York,.
Chicago (etc.) 1961.

17 Por. N. Chomsky, Aspects of the Theory of Syntax, ..., 8. 69.
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Stanowisko takie jest wynikiem niedoceniania roli, jakg w jezyko-
znawstwie odgrywa wyrazne odréznianie dwoéch typéw stosunkéw —
syntagmatyeznych i paradygmatycznych. W odniesieniu do tych ostat-
nich rzeczywiécie nie ma potrzeby moéwié o podmiocie, orzeczeniu czy do-
pelieniu, ale w planie syntagmatyeznym pojecia te odgrywaja pierwszo-
rzedng role, poniewaz nazywaja okre§lone pozycje syntagmatyczne, ktére
moga byé zajmowane przez odpowiednie kategorie paradygmatyczne.
I tak w pozyeji podmiotu moze wystapié nie tylko rzeczownik, ale takze
na przyklad zdanie odpowiednio do tego przystosowane, tzn. poddane
odpowiednim zabiegom formalnym (transformacjom). Z tego wynika, ze
o .czeSciach zdania mozna mowié¢ tylko w strukturze powierzechniowej
i tylko w sensie gramatycznym, nie za§ semantycznym czy logicznym.
Zwr6émy uwage na to, ze pojecie struktury glebokiej i regut transforma-
cyjnych przeksztatecajacych jej elementarne konstrukeje na zdania o okre-
§lonej strukturze powierzehniowej pozwala w o wiele szerszym zakresie
i w sposéb systematyczny badaé stosunki paradygmatyczne nie tylko
miedzy poszezegélnymi formami tych samych morfeméw czy wyrazow,
ale takze miedzy catymi konstrukejami. Podobnie jak morfemy czy wy-
razy, tak samo wieksze konstrukecje, a przede wszystkim zdania zanu-
rzone 8 przed wstawieniem do odpowiedniej pozycji syntagmatyeznej pod-
legaja réznym modyfikacjom formalnym. Takie modyfikacje formalne
konstrukeji wyprowadzanych z tej samej struktury glebokiej pozostaja
do siebie w okre§lonych stosunkach-paradygmatycznych.

W strukturze glebokiej funkeje poszezegélnych kategorii nalezaloby
ujmowaé¢ wylacznie semantyeznie, operujac takimi terminami, jak agens,
patiens, proces, czynnofé itp., nie za§ takimi, jak podmiot, orzeczenie,
dopelnienie itp. Funkeje semantyczne struktur glebokich wyrazane sa
w strukturze powierzchniowej przez odpowiednie cze§ci zdania, na przy-
klad patiens przez dopelnienie blizsze zdania w stronie czynnej lub pod-
miot zdania wyrazonego w stronie biernej itp.

Pojecie struktury glebokiej wiaze sie takze z innymi trudnoSciami.
Pojawiaja sie tendencje do wyprowadzania coraz to wigkszej iloSci naj-
réznorodniejszych wyrazen jezykowyech ze wspélnych struktur glebokich..
‘G. Lakoff na przyklad stara sie wykazaé, ze zdania typu:

a) Seymour sliced the salami with a knife

b) Seymour used a kwife to slice the salami

maja u swojej podstawy te samg strukture gleboks 1°. Nasuwa sie pytanie,
jak daleko mozna si¢ w takich wypadkach posunaé. Nie mozna przeciez

18 Por. K. Polariski, Skladnia zdania zlozonego w jezyku gérnotuiyckim, Wroctaw —
Warszawa—Krakéw 1967, s. 10—20, a zwlaszcza 18.

¥ G. Lakoff, Instrumental Adverbs and the Concept of Deep Structure, Founda-
tions of Language IV, nr 1, s. 4—21.
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z3daé od jezykoznawstwa, aby wszystkie zdania synonimiczne, czyli
tzw. parafrazy sprowadzalo do jednej podstawy. Trzeba chyba odrézniaé
jezykows synonimie strukturalng od bliskoznacznofei, ktéra nie jest uwa-
runkowana strukturalnie. Wydaje sie, Zze niektorzy przedstawiciele gra-
matyki transformacyjno-generatywnej nie u§wiadamiaja sobie tego na-
lezycie.

Z drugiej strony — nie bez wplywu zapewne prac nad maszynowym
ttumaezeniem — obserwujemy ostatnio u niektérych przedstawicieli gra-
matyki transformacyjno-generatywnej nadmierne chyba wysilki podejmo-
wane w celu udowodnienia tezy, ze struktury glebokie sa w znacznej
mierze, jesli nie calkowicie, identyczne dla wszystkich jezykéw. Odzyty
na nowo idee gramatyki uniwersalnej. W takim ujeciu trzeba by przyjaé
strukture gleboka tak abstrakecyjna i oderwang od formy jezykowej, ze
moglaby sie sta¢ calkowicie nieuchwytng i arbitralng. A tymezasem jedna
z waznych funkeji gramatyki jest to, ze okre§la ona, jakie aspekty kaz-
dego do§wiadczenia muszg byé wyrazone w przekazie jezykowym. Pod-
kreglat to juz F. Boas, ostatnio zwraca na to uwage R. Jakobson . A gra-
matyki r6znych jezykéw wykazuja pod tym wzgledem wielka réznorodnosé.

Teorii gramatyki transformacyjno-generatywnej mozna by zarzucié
jeszcze wiele innych niedociagnieé i brakéw. Wiele w niej jeszcze dowol-
nosei i probleméw niedopracowanych. Wydaje sie na przyklad, ze z nazbyt
duza swoboda operuje sie w niej tzw. symbolami pomocniczymi (lub ina-
czej: nieterminalnymi, po angielsku: non-terminal symbols lub auxiliary
symbols), ktére przeciez powinny zasadniczo reprezentowaé¢ okreslone ka-
tegorie jezykowe. Poniewaz tzw. reguly substytucji (zwane takze regulami
przepisywania, po angielsku rewrite rules Iub rewriting rules) nie pozwalaja
na powtdérzenie tego samego symbolu po lewej i po prawej stronie strzatki,
przeto w procesie generowania zdan réznicuje sie symbole bez zadnego
nieraz odniesienia do kategorii jezykowych. I tak na przyklad symbole
MV (= Main Verb), Vb (= Verb), V (= Verb), ktére mozna spotkaé
prawie w kazdym pelniejszym wywodzie generatywnym, oznaczajy abso-
lutnie te samg kategorie jezykowsa, a mianowicie czasownik.

Mimo wszystkich brakéw i niedostatkéw gramatyka transforma-
eyjno-generatywna moze si¢ poszezycié znacznymi osiggnigciami. W jej
ramach opracowano szereg konkretnych zagadnien w réznych jezykach,
takich na przyklad, jak tzw. nominalizacje, czyli rozmaite sposoby prze-
ksztateania zdan na konstrukcje nominalne, pronominalizacje, przedimki
i in. Postulat wyrazania explicite opisu strukturalnego pocigga za sobg
konieczno§é rozwigzania wielu probleméw empiryeznych, czesto stawia-
nych po raz pierwszy.

2 Por. R. Jakobson, La notion de signification grammaticale selon Boas (W zbiorze
Hssais de linguistique générale, Arguments 14, Paris, 8. 197—206).
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Wprowadzenie do teorii jezyka pojecia transformacji gramatycznej,
ktére Chomsky zreszta przejat od Harrisa 2!, znacznie rozszerzylo zakres
stosowalnogei kryteriow dystrybucyjnyech i dalo podstawe do szerokich
badann nad wzajemnymi stosunkami réznych konstrukeji jezykowych.
Reguly dzialéow syntaktycznego, semantycznego i fonetycznego (fonolo-
gicznego) s w gramatyce transformacyjno-generatywnej Scisle z sobg po-
wigzane i przedstawiaja w sposob jednolity i zwarty wzajemne powia-
zania miedzy poszcezegélnymi czeSciami systemu jezykowego od fonetyki
poczawszy a na skladni i semantyce skonczywszy.

TRANSFORMATIONAL GENERATIVE GRAMMAR AND OTHER THEORIES
OF LANGUAGE

Summary

According to the approach of generative grammar the aim of a linguistic de-
scription is to specify all the possible sentences in a language and to assign to each of
them the appropriate structural description. Descriptive linguistics has had this aim
for a long time. The innovation here is the application of the formal apparatus elabo-
rated by mathematical logicians for the description of formal systems of different sorts
and above all of the systems of artificial languages.

The conception of linguistic description as specifying grammatical sentences was
first proposed by the Polish logician K. Ajdukiewicz. Such a description is not usually
classed as generative grammar because Ajdukiewicz and his followers considered their
task in general to be the formulation of rules which would allow each time to state
whether a given expression is a grammatical sentence or not. Such linguistic descriptions
based on the logical concept of so-called recursive functions are generally termed as
recognoscative grammar.

In contrast to recognoscative grammar the grammar proposed by N. Chomsky
specifies grammatical sentences with the help of a set of rules which enumerate them
constructionally. The logical basis of grammar so conceived is the so-called construc-
tional definition of a set. Since both recognoscative grammar and the grammar proposed
by Chomsky conceives linguistic description as geneérating grammatical sentences one
should really call them both by the common term of generative grammar and within
it distinguish two sub-types which one might call recognoscative grammar and con-
structivistic grammar respectively.

There have been proposed several models of generative grammar, such as Phrase
Structure Grammar, Transformational Grammar, Dependency Grammar, Stratificational
Grammar. Although each of these models may be accused of many deficienies, generative
grammar has really achieved certain successes. Its postulation of expressing explicitly
strucural deseription involves the necessity of solving many empirical problems, often
posed for the first time.

2 Por. K. Polanski, Gramatyki generatywne a metoda tramsformacyjna, Biule-
tyn PTJ XXIV, 1966, s. 117—120.
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ZUZANNA TOPOLINSKA

Charakterystyka kategorialna frazy

Przez fraze rozumiem jednostke syntaktyczna nizszego stopnia niz
zdanie. Zdanie dzieli sie na frazy. Skladnikami zdania Dom stoi s3 dwie
frazy, nominalna i werbalna, obie zredukowane do swoich cztonéw kon-
stytutywnych * — do swoich centréw; niemniej przeto skladnikami zda-
nia 83 frazy, nie wyrazy, a te konkretne frazy przedstawiaja konstrukcje
jednowyrazowe. ,

O charakterystyce syntagmatycznej danej jednostki jezykowej decy-
duje, jak wiadomo, W pierwszej instancji jej charakterystyka paradygma-
tyczna, jej miejsce w systemie, tj. — w stosunku do jednostki znaczacej —
jej znaczenie, przede wszystkim kategorie zgramatykalizowane, o wy-
raznych wykladnikach formalnych.

Fraza jako calo§é posiada w znakomitej wiekszo$ei wypadkéw cha-
rakterystyke kategorialng identyczng z charakterystyka jej centrum,
wyrazu, ktéry stanowi jej czlon konstytutywny. Fraza: wielki bialy dom
jest selektywna co do rodzaju — nie odmienia si¢ przez rodzaje, podobnie
jak jej centrum, rzeczownik dom, i podobnie jak ten rzeczownik odmienia
sie przez przypadki i liczby, jest paradygmatyczna — modyfikujaca co do
przypadka i liczby.

Porusze w tym artykule dwa zagadnienia zwigzane z charakterystyka
kategorialng frazy: 1) zagadnienie kluczowych dla systemowej pozycji
frazy wypadkéw, kiedy paradygmat kategorialny frazy jest bardziej roz-
budowany niz paradygmat kategorialny wyrazu, i 2) zagadnienie zna-
czenia charakterystyki kategorialnej centrum frazy (na ogél, lecz nie
zawsze, identycznej z charakterystyka calej frazy) dla mozliwosci struktu-
ralnych tej frazy. '

Bede sie¢ postugiwala przede wszystkim przykladami z jezyka mace-
donskiego, w miare mozno§ci podam paralele polskie.

1 O pojeciu czlonu konstytutywnego por. J. Kurylowicz, Les structures fon:
damentales de la langue, Hsquisses linguistiques, Wroclaw 1960, ss. 35—40.
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Sama mozliwo§é, ze na poziomie frazy paradygmat danej kategorii
jest bardziej rozbudowany niz na poziomie wyrazu, wynika z faktu, ze
ten sam typ informacji, ktéry w granicach wyrazu moga nie§é tylko wy-
kladniki morfologiczne, w granicach frazy moze byé przekazywany przez
wykladniki leksykalne. Formalnym wykladnikiem kategorii moze byé —
innymi stowy — nie tylko powtarzalno§¢é morfeméw, lecz takze powta-
rzalno§é wyrazoéw.

W jezyku macedonskim istnieje — jak wiadomo — postpozytywny
rodzajnik jako wykladnik kategorii okre§lono§ci. Wystepuje on w jezyku
literackim w trojakiej postaci: jako -of (i odpowiednio -ia...), -ov i -on.
Jaka jest réznica w informacji, ktéra niosa poszczegdlne formy rodzaj-
nika? Ot6z rodzajniki -ov i -om zachowaly wyraznie swoje przestrzenne
znaczenie demonstratiwéw — okreflaja intersubiektywnie; dovekov to ‘ten
tutaj, blisko’, jednoznacznie okreslony dla nadawcy i dla odbiorcy prze-
kazu, éovekon to “ten dalej’, réwniez dla obu rozméweéw jednoznacznie
okreflony, natomiast dovekot jest okreflony dla nadawey, podczas gdy dla
odbiorcy moze, lecz nie musi byé okre§lony. Rodzajnik -of jest nienace-
chowanym dodatkows funkcja demonstratywna elementem tego tréjko-
wego ukladu, jest ,wla§ciwym’ rodzajnikiem. Mamy wiec kategorialny
paradygmat wyrazowy co do okre§lonosei: dovek — forma nienacechowana
co do okreflonoSci, dovekot — forma nacechowana co do okre§lonoSci,
subiektywnie okre§lona, dovekov, dovekon — formy nacechowane co do
okreflonofei, obiektywnie okre§lone.

Jezyk macedoniski posiada jednak réwniez wyraznie zgramatykali-
zowany rodzajnik tzw. nieokre§lony: eden dovek czy edni luge to, wbrew
morfologicznej postaci centrum, frazy nacechowane co do okre§lonosci,
nieokreflone, przy czym ta nieokre§lono§é ma — podobnie jak okre§lono§é
sygnalizowana przez rodzajnik -of — charakter subiektywny; moéwigcy
formuluje fraze jako nieokre§lona, co nie znaczy, choé moze znaczy¢,
ze brak mu danych identyfikujacych ludzi, o ktérych mowa. Oczywiscie
zamiast moéwié o subiektywnie nieokreflonej frazie eden dovek mozna to
samo wyrazié moéwiae, ze ciag morfeméw eden, kongruentny z nastepuja-
cym po nim rzeczownikiem, jest niesamodzielnym nosicielem kategorial-
nej informacji o subiektywnej nieokres§lonosci. Takich leksykalnych wy-
kladnikéw kategorii okre§lonodci jest jednak wiecej — jest cala klasa
wyrazow, zaimkoéw, ktére towarzyszac jake kongruentne atrybuty rze-
czownikowi pozbawionemu powierzchniowyech formalnych znamion okre-
§lonosci (w postaci postpozytywnego rodzajnika) nadaja catej frazie cha-
rakter nacechowanej co do okre§lonosci. Otrzymujemy wiec caly szereg
rozbudowujacy frazowy paradygmat kategorii okreslonosci: toj, owoj,
onoj covek (frazy: ovoj dovek i onoj dovek pozostaja w stosunku fakultatywnej
wariacji do: ovekov i dovekon — postaci z rodzajnikiem czesto wystepuja
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Jako nacechowane ekspresywnie); dalej mamy jeszcze: sekoj dovek i istiot
dovek — to wszystko odmianki frazy nacechowanej co do okreslonoSei,
obiektywnie okre§lonej; wreszcie jest i mekoj dovek — fraza obiektywnie
nieokreglona. Reasmujac: wewnetrzna struktura kategorii okre§lonoci
przedstawia sie jak nastepuje:

nacechowanie co do okre§lonoéci
niesygnalizowane/sygnalizowane

nieokreslono&é sygnalizowana/okre-
8lono8é sygnalizowana

obiektywny (intersubiektywny)
charakter okreslonofci (nieokreglo-
nofci) niesygnalizowany/sygnalizo-
wany

dovel;, eden np. nekoj| | dovekot, np. toj

tuge bovek, | |bovek, Tugeto dovek,
edni nekoi tie
luge luge luge

przy czym tylko jeden czlon w tym ukladzie ma wykladnik kategorialny
morfemowy, jeden — wykladnik morfologiczny zero, pozostale — wy-
kladniki leksykalne.

Wspomniana klasa zaimk6éw eden, nekoj, toj... i in. jest tez wyraznie
wyznaczona syntagmatycznie: w linearnym ciggu atrybutéw kongruent-
nych z centrum stoja one zawsze na pierwszym miejscu i w granicach
jednej frazy wzajemnie si¢ wykluczaja. Z tym samym uzasadnieniem
semantyeznym wykluezaja one réwniez obecno§é rodzajnika “postpozy-
tywnego zwigzanego z kongruetnym do nich elementem frazy, i vice versa:
obecnos§¢ rodzajnika wyklucza obecno§é kongruetnego w stosunku do
nomen z rodzajnikiem atrybutu z klasy toj, nekoj... I wreszcie: rodzajnik —
niosgey informacje zwigzang w strukturze glebokiej z centrum jako z czlo-
nem konstytutywnym frazy — w strukturze powierzchniowej wigze sie
automatycznie z pierwszym kongruentnym w stosunku do centrum ele-
mentem frazy, a wiee — mutatis mutandis — jego pozyecja syntagmatyezna
odpowiada pozycji atrybutéw z klasy toj, nekoj...

Drugi przyklad ilustrujacy to samo zagadnienie stosunku paradyg-
matu frazowego do wyrazowego dotyczy kategorii liczby. W jezyku mace-
donskim paradygmat liczby na poziomie wyrazu jest czteroelementowy:
przy czym forma liczby mnogiej ilo§ciowo okre§lonej jest zwiazana, nie-
swobodna, realizuje si¢ tylko na poziomie frazy, implikuje obecno§é kon-
gruentnego atrybutu w postaci liczebnika gléwnego, np. dva leba, pet
snmopa itp. Tak wiec na poziomie frazy mnogo$é okreslona ilo§ciowo ma



102 XXVIII

mnogo&¢ niesygnalizowana/sygna-
lizowana

charakterystyka mnogodci pod
wzgledem iloSciowym niesygnali-
zowana/sygnalizowana

nieokreslono§é/okreslonodé ilodcio-
wa mnogosei sygnalizowana

snop | | snopovi snopje l ...8N0pQ

calg otwarta klase wykladnikéw leksykalnych, ktorg stanowia liczebniki
gléwne. Rowniez ta klasa jest wyznaczona syntagmatyeznie, choé nie tak
ostro jak wykladniki leksykalne okreslonosci.

Dla przykladu z kategoria liczby nie trudno o paralele polska, oczy-
wifcie z zastrzezeniem, ze W polszezyznie charakterystyka mnogosci pod
wzgledem ilo§ciowym nie jest zgramatykalizowana. Mamy morfologicznie
wyrazong liczbe pojedyncza: snmop, i mnoga: snopy, oraz caly ciagg fraz
wyrazajacych mnogogé ilo§ciowo okreslong: dwa snopy (jezyki, ktére maja
dualis, jak np. luzycki, wyrazilyby to morfologicznie), irzy snopy, cziery
smopy, Po czym pigé snopow, szesé snopdéw itd., czyli od pieciu wzwyz
w strukturze powierzchniowej automatyeznie Npl. zestaje zastapiony
przez Gpl.; w rodzaju meskoosobowym mozliwe sa tez genetywne frazy
kongruentne: dwdch pandw, trzech pamdw... (podezas gdy przeciwnie
np. w hluzyckim wlasnie w tym rodzaju ciag nominatywnych fraz kon-
gruentnych mozemy kontynuowaé: pjeco muédojo, Seséo mudojo itd.).

Z podanych przykladéw wynika, ze przeprowadzajac analize syn-
taktyezng tekstu nalezy ustalié charakterystyke kategorialng frazy a nie
uogélniaé¢ na caly fraze charakterystyke jej centrum, gdyz informacja
uzyskana tg druga droga moze okazaé si¢ niepelna albo wrecz falszywa.
W zdaniu Toj dovek otide centrum dovek mimo braku odpowiedniego
sygnatu morfologicznego — rodzajnika jest nacechowane co do okreflo-
nosci, okresla je atrybut toj. W zdanin Pet godini bev tamu mamy do czy-
nienia z mnogo$cia ilogciowo okre§lona, choé rzeczownik rodzaju zenskiego
godina morfologicznie nie jest zdolny tego sygnalizowaé, iloSciowe okre-
flenie mnogosci wnosi atrybut pet.

Drugie zagadnienie, o ktérym cheiatam wspomnieé, to wpltyw cha-
rakterystyki kategorialnej centrum na mozliwosei strukturalne frazy.
Mam przy tym na mysli jak gdyby charakterystyke kategorialng ,I-go
stopnia’, stosunek do okre§lonych kategorii, tj. nie to, jaki czlon kategorii
posiada klasa wyrazow reprezentowana w centrum, ale: ezy posiada dana
kategorie, czy posiada ja jako paradygmatyczna, ezy jako selektywna,
jesli jako selektywna: czy w calej klasie kategoria reprezentowana jest
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przez ten sam czlon (nienacechowany), czy tez przez rézne czlony pa-
radygmatu kategorialnego. Za przyklad postuzy znéw macedonska fraza
nominalna, biore przy tym pod uwage charakterystyczne dla niej w po-
zyeji niezaleznej kategorie rodzaju, liczby i okre§lono§ei.

Rodzaj selektywny, okref§lono§¢ paradygmatyczng i liczbe paradyg-
matyezng posiada wiekszo§é rzeczowmkow — okre§lmy je symbolem 8§ bez
dodatkowych indeksow.

Rodzaj selektywny, okre§lono§é paradygmatyczng i liczbe selektywna
reprezentowang przez czlon nienacechowany majg rzeczowniki zbiorowe —
Secon, jak np. mladina, stoka, éovestvo itp., rzeczowniki substancjonalne —
Seunst, nazywajace ciggla materie psychiczng eczy fizyezng, np. voda,
pesok, vera itp. nadto inne abstracta — Sanst. Wszystkie one nie poddaja
si¢ takiej kwantyfikacji, jaka narzucaja nacechowane czlony kategorii
liczby.

Wymienione dwie klasy nomindéw, charakteryzujace si¢ rodzajem
selektywnym i paradygmatyczng okre§lonofcig, najmniej ograniczaja swo-
bode strukturalna fraz, w ktérych centrum stoja. Sa one zdolne przyij-
mowaé w tej funkeji wszelkie kongruentne atrybuty wyrazowe i wszelkie
atrybuty niekongruentne wlagciwe macedonskiej frazie nominalnej. Cen-
tra typu S narzucaja przy tym tylko ograniczenia natury leksykalno-
semantycznej, podczas gdy centra z Kklas Scon, Ssubst, Sanst Wykluczaja
obecno$é we frazie wszelkich kongruentnych z nimi leksykalnych wyktad-
nikéw kategorii liczby.

Rodzaj selektywny, okre§lono§é selektywng reprezentowang przez
czlon nacechowany i liczbe selektywng reprezentowang przez czlony na-
cechowane maja nazwy wlasne — Sprop. Nie zaliczam do nazw wlasnyeh
nazw etnicznych, narodowo§ciowych itp. Nazwy wlasne najczeicie] wy-
stepuja w funkeji frazowej, czy tez: frazy zawierajace nazwy wlasne
w funkeji centrum najczesciej zredukowane sg do centrum, czyli do nazwy
wiasnej. Rzadziej pojawiaja sie z atrybutem kongruetnym, przy czym —
w odréznieniu od wszystkich pozostatych centréw — przyjmujg atrybuty
kongruentne w postaci frazy, np. mojot dobar drugar Tome, czy Stariot
naroden uitel Frane, itp. Jednoelementowy zbiér nazwany nazwa wlasng
jest tu okre§lany jako przynalezny do zbioru nazwanego fraza atrybutywns.
Fraza okreflajgca atrybutywnie nazwe wlasng jest zawsze nacechowana
¢o do okreglonoSeci.

Kongruentne atrybuty wyrazowe towarzysza nazwom wlasnym
rzadko — stoja wowezas przed centrum, np. Podvednatiot Pendo stoeSe
nad nego, czy Toj Tolstoj e moj golem ideal, czy Ne mi treba tvojata Sne-
Zama, itp. Jak wynika z podanych przykladéw, frazy, w ktérych centrum
W postaci nazwy wlasnej towarzyszy kongruentny z nim atrybut wyra-
zowy, maja morfologiczne i leksykalne wykladniki okre§lonosei typowe dla
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fraz z centrum posiadajacym kategorie okre§lonosci jako paradygma-
tyczng — znajduje to uzasadnienie w semantyce tych fraz: nazwy wlasne
wystepuja w nich w sekundarnej funkeji apellatiwéw; mutatis mutandis
co§ podobnego dzieje sig, kiedy pozornie znajdujemy w strukturze po-
wierzchniowej zaprzeczenie selektywnosci nazw wlasnych co do liczby,
por. np. polskie zdania typu Wsezystkie Marysie sq takie, itp.

Rodzaj selektywny reprezentowany przez czlony nienacechowane,
okreslonosé selektywng reprezentowang przez czlony nacechowane i liczbe
selektywng reprezentowang przez cziton nienacechowany majg zaimki
rzeczowne — Prons , jak koj, mekoj, sekoj, nikoj..., §to, nesto, Se[sesto,
nisto... toa, ova... NajczeScie] wystepujac w funkeji centrum wystepuja
one zarazem w funkeji calej frazy, a jeSli przyjmuja atrybuty kongruetne
to — pomijajac stale zestawienia jak seto toa czy istoto toa — (1) funkcje
tych atrybutéw pelnia nomina paradygmatyczne co do okre§lonosci,
zas (2) pozycja tych atrybutéw jest po centrum, por. zdania jak Toa mu
go rece nekoj drug, Ne me cekase tamu nisto zlo, Nesto leplivo © qumesto
mi se asocirase so mea, por. polskie kio§ dobry, ktos§ mity itp.

Okreflono$é selektywna i liczbe selektywna reprezentowang przez
czlony nacechowane maja stojace poza kategoriag rodzaju zaimki oso-
bowe — Pronpers; mam tu na mysli wylgeznie zaimki 1. i 2. osoby. One
réwniez w zasadzie wystepujac jako centrum frazy atrybutéw nie przyj-
muja, tacza sie z nimi jedynie atrybuty kongruentne selektywne co do
liezby, innymi stowy: atrybuty w postaci liczebnikéw giéwnych, np. Nie
dve dojdovme, Vie trojca znaete, itp. Atrybut selektywny co do liczby stoi
we frazie po centrum, selektywnym co do okre§lonofci.

Wszystkie dotychezas wymienione klagy nominéw cechuje rodzaj
nieparadygmatyeczny, ktory wydaje sie byé w jezyku macedoniskim wa-
runkiem pelnienia prymarnej funkeji centrum frazy.

Klasa, o ktorej teraz wspomne, petni dwojaka funkeje syntaktyeczng:
centrum lub atrybutu. Sa to paradygmatyczne co do rodzaju i liczby,
selektywne co do okreslonosci, reprezentowane]j przez czlony nacechowane,
zaimki przymiotne — Prona, jak toj (taa, toa, tie), istiot (istata...), nmekoj
(nekoja...) itp. Tu nalezg tez selektywne co do liczby zaimki przymiotne
uogolniajace — Prons gen site, siot (seta, seto). Najbardziej charaktery-
styezny jest dla tej klasy zaimek foj odpowiadajacy zaréwno polskiemu
ten, jak om. Zaimki tej klasy wystepujac w funkeji centrum frazowego
nie przyjmujg zadnych atrybutéw kongruentnych. Wyjatek stanowia
stale zestawienia typu siot toj, istiot toj.

Nomina o paradygmatyceznym rodzaju i paradygmatycznej okreglo-
nofci peinig funkeje centrum frazy jedynie sekundarnie.

W¢réd innych wyrdznia sie klasa selektywna co do liczby i zdolna
posiadaé¢ wylacznie nacechowane czlony kategorii [okre§lonosci, tj. liczeb-
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niki gléwne — Numa. Podobnie jak pierwotny liczebnik eden, paradygma-
tyezny co do okre§lonoSci jak wszystkie liczebniki, rozwinal sie w pewnych
kontekstach w homonimiczny z nim dzisiaj selektywny co do okre§lono§ci
rodzajnik nieokreflony, tj. zaimek z klasy Pronas, tak tez pozostale li-
czebniki gléwne — zawdzieczajac tej samej tendencji semantycznej —
poprzez samg swoja obecno§é we frazie w funkeji centrum lub atrybutu
kongruentnego z centrum wykluczaja mozliwosci jej nienacechowania.
co do okreflono§ci, a wiec bedac leksykalnymi wykladnikami kategorii
liczby jednocze$nie sekundarnie wystepuja jako wykladniki kategorii
okre§lonosci, oczywiscie tylko we frazach pozbawionych innych wykladni-
kéw tej kategorii, por. np. w zdaniu Trojcata mladi luge zaminaa za Ohrid,
fraze, ktorej nacechowanie co do okre§lonosci wyraza sie poprzez obecno§é
rodzajnika, wobec np. Trojca mladi luge ostanale doma, gdzie atrybut
selektywny co do liczby jest zarazem nosicielem informacji o subiektywne]
nieokre§lonosci frazy. To samo — mutatis mutandis — dotyezy frazy,
w ktorej liczebnik gléwny jest centrum, por. Trojcata zaminaa, wobec
Doma ostanale trojeca. Frazy tego typu nie przyjmuja atrybutéw kon-
gruentnych.

Do klagsy liczebnikéw gléwnych zaliczam rowniez pare eden —
drug. Drug w funkeji centrum moze przyjaé atrybut kongruentny z serii
eden — dva — tri..., np. Drugite dvajca otidoa.

Klase nominéw paradygmatycznych co do rodzaju, liezby i okreslo-
nosci obejmuje symbolem A — przymiotnik. Jest to klasa wewnetrznie
bardzo niejednorodna, nalezg tu m. in. wyrazy zaliczane zwykle do
zaimkéw, jak moj, nad, takov, tolkav itp. (Przyjete przeze mnie kryterium
pozwala zaliczyé do zaimkoéw sensu stricto tylko wyrazy selektywne co
do okreflono§ci, a w innych wypadkach méwié raczej np. o przymiotni-
kach zaimkowych). Jednakze wszelkie wewnetrzne cigcia w klasie 4 ujaw-
- niaja si¢ dopiero w toku analizy prymarnej dla tej klasy funkeji atry-
butu — w funkeji centrum wszystkie nalezace tu nomina zachowuja sie
tak samo, tj. s3 zdolne pelnié te funkecje tylko w postaci nacechowanej
co do okreflonoci. Trzeba tu odrdézni¢ substantywizacje dokonang juz
w leksyku, por. moeto w zdaniu Svrsi moeto., starite w zdaniu Nasite stari
vikaat vaka, itp., od substantywizacji w tekscie, por. np. zdania: Eden
od niv bese mmogu pogolem od drugite. Golemiot mi se dobligi... Tylko
w tym drugim wypadku mozna moéwié o reprezentancie klasy 4 w sekun-
darnej funkeji centrum. Frazy o centrach tego typu przyjmuja jedynie —
i to rzadko — atrybuty, ktore sa leksykalnymi wykladnikami kategorial-
nymi, np. Dvajca otfcepeni czy ovie crvemi itp.

Ten krotki przeglad nominéw macedonskich z punktu widzenia ich
stosunku do kategorii rodzaju, liczby i okre§lono§ci dowodzi, ze — choé
teoretycznie kazde nomen moze wystapié¢ jako centrum frazy nominalnej —
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jednak ten wlagnie stosunek decyduje, dla ktérych jest to funkeja pry-
marna; ponadto ten stosunek decyduje w pierwszej instancji o mozliwo-

$ciach strukturalnej frazy, ktorej centrum stanowi dane nomen.
‘posiada rodzaj/nie posiada

rodzaj paradygmatyczny/selek- -
tywny

‘rodzaj selektywny nienacecho-

wany/nie-nienacechowany

-okres§lono&é paradygmatyczna/
:gelektywna

&
|
|
I
|
|

|

|

' |

liczba paradygmatyczna/selek- . |

“tywna ‘l
Jiczba selektywna nienacecho-

wana/nie-nienacechowana

|
|

A Numa Prons Pronagen 8 [Scon Prons Spr’op Prongers

Ssubst

Sabsz ;
Z kolei nalezaloby rozpatrzyé, jak jest uzalezniona struktura frazy
‘od konkretnego wlasciwego centrum czlonu danej kategorii, np. fraza
-z centrum w formie liczby mnogiej ilo§ciowo nieokre§lonej, jak snopje,
godinje, raboke itp. nie moze obejmowaé kongruentnego z tg forma atry-
butu w postaci liczebnika gléwnego, poniewaz morfem -’e tworzacy formy
liczby mnogiej ilo§ciowo nieokre§lonej i liczebnik gléwny wykluczajg sig
‘nawzajem w granicach jednej frazy itp., itd.

CATEGORIAL PROPERTIES OF THE PHRASE
Summary

The paper deals with some phenomena proving that the phrase should be treated
a8 a paradigmatic unit whose paradigmatic categorial properties are of greatest im-
portance for its structure and function in the text.

Two sets of examples fournished by Standard Macedonian illustrate theses (1) that
the categorial information can be expressed not only morphologically but also lexically
and thus the categorial paradigme of a phrase can be more developed than that of its
lexical constituent member, and (2) that the selection of optional members of the
‘phrase depends on the categorial properties of its constituent member.



BIULETYN POLSKIEGO TOWARZYSTWA JEZYKOZNAWCZEGO, zeszyt XXVIII

JACEK FISTAK

Generatywno-transformacyjna skladnia
historyczna jezyka angielskiego: uwagi metodologiczne*

Od szeregu lat stosuje si¢ juz model generatywno-transformacyjny
do opisu jezyka. Z nielicznymi tylko wyjatkami opisy te dotycza obecnego
stanu jezyka. Opisy synchroniczne dla wezeSniejszych stanéw jezykéw
jak réwniez i opisy ewolucyjne, tj. analizy diachroniczne, w kategoriach
transformacyjnych sg rzadkie i dlatego zmuszaja do postawienia pytania,
czy metoda generatywno-transformacyjna da sie zastosowaé do badan
diachronicznych, a je§li tak, to co nowego wnosi i czy jej zastosowanie
ujawnia te cechy rozwoju jezyka, ktére uszly uwadze jezykoznawcy-
historyka stosujacego metody badai i modele opisu jezyka badZ to tra-
dycyjne, badz strukturalne.

Aby sprobowaé odpowiedzie¢ na to i podobne pytania, rozwazania
nasze opieramy na materiale angielskim, ktory zostal najlepiej przebadany
z wszystkich jezykéw indoeuropejskich w kategoriach generatywno-trans-
formacyjnych. W rozwazaniach tych postuzymy sie, w zakresie skladni,
modelem N. Chomsky’ego z Aspects of the Theory of Syntax . Takie terminy,
jak reguta, gramatyka, gramatyczno$é, transformacja, intuicja, kompetencja
jezykowa, struktura glebi itp., uzywane beda ponizej w tym znaczeniu,
w jakim zostaly one wyjasnione w pracach Chomsky’ego.

Historie jezyka stanowi ewolucja systemu jezykowego. Aby ewolucje
te uchwyci¢ na jakim§ etapie, jezykoznawea musi mieé¢ do dyspozycji
adekwatny opis synchroniczny danego jezyka na etapie poeczatkowym
i koncowym obserwacji. Zeby wiedzieé jak jezyk si¢ zmienia, musimy wie-
dzie¢ co przechodzi w co i w jakim stosunku element zmieniajgcy sie
pozostaje do pozostatych elementéw w punkcie wyjSciowym i docelowym.
A zatem przy studiach historycznych mamy do czynienia z wiekszg ilo§cig

* Artykul przedstawiony byl w formie referatu na zjezdzie Polsklego Towa-
rzystwa Jezykoznawczego w Warszawie w 1968 roku.
1 N. Chomsky, Aspects of the Theory of Syntax, Cambridge, Mass., 1965.



108 XXVIII

probleméw niz przy studiach ezysto synchronicznych, gdyz studia histo-
ryczne, to z jednej strony dwa opisy synchroniczne lub ich seria, a z drugiej
sama analiza mechanizmu zmian jezykowych. Skomplikowana i bardziej
zroznicowana metodologia badan historycznyech powoduje, ze studia
diachroniczne oparte o jakas§ teorie pojawiaja sie stosunkowo pézno,
w momencie kiedy dana teoria jezykoznaweza zostata juz dobrze poddana
prébom zastosowania do badand ezysto synchronicznych i osiagnela sprecy-
zowang forme.

Patrzge na historie jezyka w ujeciu generatywno-transformacyjnym
obserwowaé bedziemy powstawanie nowego systemu gramatycznego ze
starego poprzez:

(1) dodanie (addition) nowych regul;

(2) rozszerzenie (expansion) wzglednie ograniczenie (restriction) sta-
rych regul.

Najlepiej te typy zmian zilustruje ewolucja czasownika positkowego
(Aux) od okresu staroangielskiego do nowoangielskiego 2. Dla jasniejszego
przedstawienia rozwoju czasownika positkowego nasze reguly beda nieco
uproszezone i ograniczone tylko do tych fragmentéw regul frazowych, ktore
bezpofrednio odnosza sie do Awux 3.

(a) Okres staroangielski

Reguly frazowe dotyczace Aux dla okresu staroangielskiego repre-
zentujg stan z IX w. i przedstawiaja sie nastepujaco:

1.1. 8- NP VP
1.2. VP — Aux + MV
habb = .PP, in env. -Vt, Vi
1.3. Aux— T(X } Inf) wes + PP, in env. -V;
BE + PrP )
1.4. X — cunn, mag, mot, sceal, will.
1.5. BE — beo, wes, weord

move

2 Zgodnie ze stosowana praktyka (zob. Z zagadnien jezykoznawstwa wspélezesnego,
Warszawa 1966) przy analizie jezyka angielskiego stosowaé bedziemy symbole i skroty
uzywane w pracach drukowanych w jezyku angielskim. A oto one: § (= zdanie),
NP (= grupa nominalna), VP (= grupa werbalna), MV (= ezasownik giéwny, w odréz-
nieniu od modalnego ezy positkowego), Aux (= czasownik positkowy), in env. (= w kon-
tekscie), V¢ (= czasownik przechodni), ¥V; (= czasownik nieprzechodni), Vipone (= CZa~
sownik nieprzechodni ruchu), Inf (= koncoéwka bezokolicznikowa), M (= czasownik
modalny), T (= czas), PP (= participium praeteriti passivi), PrP (= partipicium prae-
sentis activi).

3 Czesé przykltadow ilustrujacych pewne reguly cytujemy za E. Closs, Diachronic
Syntax and Generative Grammar, Language 41 (1965), ss. 402—415.
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Regula 1.3 jest w gruncie rzeczy ekonomicznym zapisem szeregu
regul, jak np.

1.3.(a) Aux > T + M + Inf
w zdaniu: Ic sceal eac niede dara monegena gewinna geswigian ‘Bede takze
z koniecznofci o tych licznych bitwach milezeé’, gdzie M — sceal.

1.3.(b) Aux ~ T + habb 4 PP, in env. -V;

w zdaniu: Ac¢ him hefdon Pene done weg forseten ‘Lecz mu Kartaginezycy
droge zablokowali’, gdzie T -+ habb — heefdon, a Vi forset.

1.3.(c) Auz —~ T + habb 4+ PP, in env. -Vi,,,.
w zdaniu: Da Scipia hefde gefaren ‘Kiedy Scypion odjechal’, gdzie
Vimove — gefar.

1.3.(d) Aux - T + wes 4 PP, in env. -V;
w zdaniu: He wes cumen “On przybyt, gdzie V;— cum.

1.3.(e) Aux — T + BE + PrP
w zdaniu: He wes feohtende ‘He was fighting®, gdzie T -+ BE ~— wees.

1.3.(f) Auwx—~ 1T + M + Inf + BE + PrP
‘w zdaniu: Nu ic wille eac pees maran Alexandres gemunde beon ‘Teraz
zajme sie roéwniez Aleksandrem Wielkim’, gdzie M — will, BE — beo.

1.3.(g) Aux—~ T + M + Inf + habb + PP, in env. —V;

w zdaniu: Ic sceal gefuhten habban ‘Stocze walke’, gdzie M — sceal,
Vi~ gefeoht.

1.3.(h) Aux— T
w zdaniu: Ic ga ‘Ja ide’.

Jak latwo zauwazyé, formant T jest zawsze elementem obligatoryj-
nym Awuz.

Co do formy reguty 1.2 i 1.3 nie ma zgodnofci stanowisk. Niektorzy
jezykoznawey sadzg, ze bardziej ekonomiezna bylaby forma o przestaw-
nym szyku elementéw (np. VP~ Aux + MV)4 Z punktu widzenia
jednak ewolucji jezyka angielskiego od IX w. do dnia dzisiejszego wy-
daje sie, ze nasza propozycja jest bardziej ekonomiczna w opisie diachro-
nicznym (por. st. ang. i §r. ang.) i w tej tez formie (zob. 1.2 i 1.3)
przyjmujemy Aux w okresie staroangielskim dla dalszych naszych
rozwazan.

(b) Okres Srednioangielski

Reguly frazowe dotyczace Auxr dla okresu Srednioangielskiego re-
prezentujg stan z XV wieku. Oto one:

¢ E. Closs, op. cit., 88. 407—408.
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2.4. M — conn, mow, moot, shall, wol

Tak jak regula 1.3., obecnie regula 2.3. jest rOwniez ekonomicznym
przedstawieniem catego szeregu pojedynczych regul. A oto osiem z nich
na czternascie mozliwych:

2.3.(a) Auw~ T
w zdaniu: He gooth ‘On idzie’. 7

2.3.(b) Aux — T + have + PP
w zdaniu: Which Fenn hath promised to doo ‘Co Fenn obiecal uczynié’.

Ciekawe, ze zaréwno Vi, jak i Vi z wyjatkiem V;,,,, lacza si¢ z have
(ief;- 1.3%), =

2.3.(c) Aux — have + PP ~+ be + PrP
w zdaniu: We have been waytynge ‘CzekaliSmy’.

2.3.(d) Aux~ T + do
w zdaniu: So they diden pursuwe thynges... ‘I tak §cigali rzeeczy...’

2.3.(e) Aux—~T + M + do
w zdaniu: I may do wryle ‘moge napisac’.

2.3.(f) Auw—~T + M
w zdaniu: I wol do my labour ‘wykonam swoja prace’.

2.3.(g) Aux—~ T + be + PP, in env. -V;,,.. :

w zdaniu: And by wyndowes ben entred ‘I weszli przez okna’.

2.3.(h) Aux —~ T + have + PP + do
w zdaniu: The lark hes done pe mirry day proclame ‘Skowronek obwiescit
dzienn wesoly’.

Poréwnujac okres staro- i §rednioangielski widaé, ze system cza-
sownika positkowego (Aux) na przestrzeni szedciu wieké6w ulegl zmianie
wskutek nastepujacych proceséw:

(1) Dodania nowych regul, np. §r. ang. 2.3. (d) Auzx— T -+ do.
W jezyku staroangielskim do nie bylo.

(2a) Rozszerzenie juz istniejacych regul, np. §r. ang. 2.3.(b)
Aux —~ T + have + PP, a wiec objecie przez regule Vi i Vi. W jezyku
staroangielskim regula ta byla ograniczona wylacznie do klasy czasowni-
koéw przechodnich (V:) oraz podklasy czasownikow nieprzechodnich ruchu
(cf. st. ‘ang. 1.3. (b) i (e).

Innym przykladem rozszerzenia reguly moze byé wprowadzenie
w Srednioangielskim 2. 3. (¢) Auxz — T + have + PP + be + PrP.

(2b) Ograniczenie istniejacych regul, np. §r. ang. 2.3. (g) duw—

2.1. 8—~NP +VP
2.2. VP - Aux + MV

(have + PP) ({b" ZOP e })

2.3. Aux — T(M)
be + PP, in env. Vi,
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T 4 be 4+ PP, in env. -Vy,,, co ograniczylo regule 2.3. (b) wylaeczajac-
czasowniki nieprzechodnie ruchu, ktére w formie PP laczyly sie w je-
zyku staroangielskim z czasownikiem habb (cf. 1.3.).

Identyczne procesy zachodza przy przejSciu jezyka wezesnonowo-
angielskiego we wspo6lczesng angielszezyzne, czy tez wezesniej miedzy
okresem  frednio- a weczesnonowoangielskim. Latwo to zauwazyé, jeSli
spojrzymy na Aux w okresach dotychczas nie omawianych, bez wdawania.
sie nawet w szczegély.

(c) Okres wezesnonowoangielski (XVI w.)

|

(d) Wspodlezesny jezyk angielski
41. 8—~ NP + VP
4.2. VP — Aux - MV
4.3. Aux — T(M)(have + PP)(be 4 PrP)
4.4. M — can, may, must, shall, will.

31. 8—~ NP + VP
3:2: YP»Aum -+ MV
(M)({have + PP be + PrP })

3.3. Aux—T ( be + PP in env. -V;,,,

do
3.4, M — can, may, must, shall, will.

Reguly, ktore zawieraja mozliwo§é wyboru jednego elementu,
np. z dwoéch w zaleznofei od kontekstu, w trakeie rozwoju historyeznego
tracg element mniej produktywny, a element pozostaty zmieniaja w obli-
gatoryjny, np. w XVIIT w. jezyk angielski dysponowat m. in. takimi re-
gulami dla Awux, jak

A have + PP) (be + ing)
b.l. Auxr= T(M) ({be + PP, in env. -V; })

move

przy czym istniala mozliwo$é dos§¢ dowolnego wyboru dla -Vi,,,, albo
have, albo be. W koticu dokonat si¢ wybér have zgodnie z tym, o czym moé-
wili§my, i odpowiednia regula nowoangielska przedstawia sie nastepujaco:

4.3. Aux — T(M) (have + PP) (be + ing).

Wyzej opisany przypadek ilustruje powszechng tendencje w rozwoju
jezyka, a mianowicie eliminacje opecji na korzy$é rozwiazan obligatoryj-
nych, co nie neguje jednoczesnie mozliwo§ci tworzenia si¢ nowych regut
dopuszezajac wybor. A

Pobiezna nawet obserwacja regul syntaktyeznych dla przedstawio-
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nych czterech okreséw historii jezyka angielskiego wskazuje jeszcze jedng
prawidlowos§é. Uzywajac jednego z fundamentalnych rozréznieri teorii
transformacji mozemy powiedzieé, ze im glebsza struktura, tym mniejsze
zmiany (ef. odpowiednio 1.1, 2.1, 1.3 i 4.1, 2.3, 3.3, 4.3). Stuszna wydaje
sie wiec teza przedstawiana w kilku pracach, a mianowicie, ze w historii
jezyka angielskiego réznica pomiedzy np. okresem grednioangielskim
a nowoangielskim jest minimalna w abstrakeyjnej strukturze glebi, a bar-
dzo znaczna w strukturze powierzchniowej. Réznica ta jest tym wieksza,
im dalej odchodzimy od ciagu wyjSciowego i zblizamy si¢ do powierzehni.
Wydaje sie, ze stwierdzenie to mutatis mutandis daje si¢ przenie§é na inne
jezyki.

Przyjmujac istnienie struktury powierzchniowej i struktury glebi
latwiej nam obalié szereg mitéw o historii jezyka angielskiego. Upraszcza-~
jae nieco zagadnienie mozna powiedzieé, ze przez dlugi okres czasu uwazato
sie, ze historia ta to okres regularnoSci st. ang., przejSciowy okres chaosu
§rednioangielskiego i w konicu uporzadkowany okres nowoangielski. Wska-
zywano czesto explicite i implicite na jaka$ fatalng nieregularno$é jezyka
$rednioangielskiego. Oczywifcie sady te oparte byly o analize struktury
powierzchniowej i z koniecznosci nie mogly wychwycié gleboko tkwigeych
regularnofei kontynuowanych z okresu staroangielskiego. Nie bede tutaj
zatrzymywal sie dluzej nad ta sprawa, gdyz zostala ona wnikliwie prze-
analizowana przez R. Naguckg®. Cheialbym tu jednak podkreslié, ze
sprowadzanie dociekan historyeznych wylacznie do analizy struktury
powierzechniowej moze doprowadzié do falszywych wnioskéw odnofnie
rozwoju jezyka, jak w wypadku jezyka Srednioangielskiego.

Badajac i opisujac jezyk z punktu widzenia teorii transformacji
napotkamy na szereg trudnofei, o ile opisywany jezyk jest martwy. Ta-
kie problemy, jak gramatycznosé, wieloznaczno§é (ambiguity), odwoly-
wanie sie¢ do intuicji méwey, zmuszaja do stawiania szeregu hipotez
w oparciu o osiggalny material, ktory czesto jest bardzo ograniczony.
Te wlasnie zalozenia teoretyczne, jak réwniez utrudnienia w mozliwosei
weryfikacji czy dana regula jest poprawna czy nie, poniewaz uogdlnienia
teoretyczne dokonywane sa na podstawie obserwacji ograniczonego ma-
teriatu jezykowego, stanowia czesto punkt wyjseia dla krytyki zastoso-
‘wania modelu generatywno-transformacyjnego do badan diachronicznych.

Prawdsa jest, ze lingwista badajacy zywy jezyk ma mozno§é bezpo-
§redniego stwierdzenia, czy dane zdanie jest gramatyczne, czy jest jedno-
znaczne wzglednie wieloznaczne, w oparciu o wlasng intuicje jezykows
wzglednie o intuicje méwedw znajdujacych sie wokot niego, czego pozba-
wiony jest jezykoznawca badajacy jezyk martwy. Dla tego ostatniego

¢ R. Nagucka, The Syntactic Component of Chaucer’s Astrolabe, Krakéw, 1968,
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pozostaje jedynie ograniczony korpus zdan oraz ,wtérna“ intuicja jezy-
kowa powstata wskutek dlugiego studiowania tekstéw.

E. Closs zwraca jednak slusznie uwage, ze ograniczenia wystepujace
przy badaniach diachronicznych jezyka nie uniemozliwiaja formulowania
gramatyki, tj. teorii jezyka martwego. ,, If we take in its strongest terms
the requirement placed on linguistic theory that it should characterize
and predict all and only the sentences of the language and also account
for the native speaker’s competence in producing and understanding
utterances of the language, we might ultimately conclude that a grammar
can be written only by a native speaker, not a foreigner, and that gram-
mars of dead languages cannot be written at all. The degree of accuracy
will naturally vary according to the degree of acquaintance with the
language. But this does not mean that all investigation of language not
native to the linguist must be de facto abandoned* e.

W wypadku jezykéw martwych ich teoria, tj. gramatyka, bedzie
oparta na materiale, ktory podlega bezposredniej obserwacji, jak roéwniez
i na pewnych uogélnieniach hipotetycznych, ktére potwierdzone sa przez
konkretny material zawarty w korpusie zdan bedacych przedmiotem
badan. Wychodzac z zalozenia, ze wyprodukowane zdanie w stowie i piémie
odbija kompetencje jezykows, hipotezy dotyczace systemu jezyka beda
wazne, o ile zostang potwierdzone przez dostepne fakty jezykowe.

Odpowiadajae na pytania postawione we wstepie niniejszego arty-
kulu, mozna stwierdzié ze:

(1) Model generatywno-transformacyjny daje si¢ zastosowaé do ba-
dan historyeznych mimo ograniczen, ktére wystepuja rowniez w badaniach
historyeznych przy uzyciu innych teorii.

(2) Generatywno-transformacyjne studia historyczne skladni angiel-
skiej wykazuja jej regularno§é na wszystkich etapach rozwoju, co zo-
stalo niezauwazone przy zastosowaniu modelu strukturalnego i trady-
cyjnego.

(3) Badania diachroniczne nad jezykiem angielskim przy zastoso-
waniu teorii transformacji wykazaly, ze zmiany od okresu najdawniej-
szego do najnowszego w strukturze gramatycznej, sa minimalne w stru-
kturze glebi, a staja sie bardzo wyrazne w strukturze powierzchniowej.
Zachowanie cigglo§ei komunikacji przy zmianach jezykowych mozliwe
jest wladnie dzigki minimalnym zmianom struktury glebi.

(4) Teoria transformacji daje jezykoznawstwu historycznemu mozli-
wosé ujmowania ewolucji jezyka w kategoriach ilo§ciowych, pojmujac
te ewolucje jako réznice miedzy iloScig regul w- systemie wyjsciowym
a ilodcig w systemie docelowym.

¢ E. Closs, op. cit., 5. 403.
Biuletyn Pol. Tow. Jez. z. XXVIII 8
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Summary

The author of this paper attempts to show on the basis of the development of
the English AUX that the transformational theory can be successfully used not only
in synchronic language studies but also in diachronic linguistics. The application of TG
to the description of historical English syntax allows linguists to show more precisely
the mechanism of language changes and the regularity of these changes at any level
of the evolution of the language.
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IRENA BELLERT

Rola gramatyki generatywno-transformacyjnej w rozwoju
najnowszych kierunkéw badan lingwistycznych

Na wstepie cheialabym poruszyé problem natury ezysto terminolo-
gicznej, ktéry stal sie powodem wielu nieporozumieni pokutujacych do
dzi§ w literaturze jezykoznawcze]j. Idzie mi mianowicie o termin gramatyka
generatywno-transformacyjna i jego réznorakie rozumienie wynikajace
w pierwszym rzedzie z dwuznaczno$ci terminu ,generatywna’”. Jedno
ze znaczen tego terminu zostalo kiedy§ dowcipnie sparafrazowane przez
jednego z naszyeh jezykoznaweéw (w rozmowach prywatnych) przez prze-
tlumaczenie angielskiego terminu ,generative grammar’ na ,gramatyka
rozrodeza”. Jezeli nawet przettumaczymy termin ,generative grammar’
nieco mniej drastyeznie, np. przez ,gramatyka produkeyjna”, lub ,gra-
matyka wytwarzania zdan’’, to w zadnym wypadku terminy te nie moga
byé rozumiane w sensie edpowiadajacym modelowi dzialalnosei jezykowej
moéwigcego 1. Noam Chomsky, twoérca teorii generatywno-transformacyij-
nej, kilkakrotnie wyja$nial, ze jest to nieporozumienie wywodzace sie
z jednego ze znaczen terminu ,generatywna’, o ktére bynajmniej mu nie
chodzilo 2.

W zwigzku z tego rodzaju terminologicznym nieporozumieniem
warto zaznaezy¢, ze przy ocenie roli gramatyki generatywno-transforma-
cyjnej w rozweju badan lingwistyeznyeh mowa bedzie jedynie o takiej
gramatyee, dla ktérej termin ,generatywna’” rozumiany jest w sensie
uzywanym nieraz w logice, np. w zastosowaniu do regul Posta. Zatem
gramatyka generatywna danego jezyka nazywamy teorie lub zbior stwier-
dzen, ktore okre§laja w sposéb formalny (1), jakie eiagi pedstawowych
elementéw danego jezyka naleza do tego jezyka 3 oraz (2), jaka strukture

! Takie rozumienie jest jednak do&¢ powszechne u jezykoznawecoéw. Por. prace

J.D. Apresjana, Idei i metody sowremiennoj strukiurnoj lingwistiki, Moskwa 1966.

* Noam Chomsky, Aspects of the Theory of Syntax, Cambiidge, Mass., 1965, 8. 9.

3 Termin ,jezyk“ uzyty jest tu w znaczeniu zbioru wszystkich zdan nalezacych

do danego jezyka. Natomiast jezyk jako system definiuje sie tu aksjomatyecznie jako
zbiér regul generatywnych i slownik.

8*
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mozna im przypisaé 4 Natomiast gramatyka generatywno-transforma-
cyjng nazywamy takg gramatyke generatywnag, w sklad ktérej wechodza
reguly transformacyjne.

Pr6by opisania tego rodzaju gramatyki robione byly na wigksza
skale w Stanach Zjednoczonych przez grupe jezykoznawcéw M. I. T. dla
jezyka angielskiego i hidatsa, nastepnie przez grupe Bierwischa w Berlinie
dla jezyka niemieckiego. Méwige o gramatyce generatywno-transforma-
cyjnej bede miata na mysli przede wszystkim prace wykonywane w tych
dwéch ofrodkach. Nie bede sie natomiast ustosunkowywala do gramatyk
transformacyjnych, ktére nie zostaly opisane w postaci systemu regul
generatywnych (jak np. pierwsza w literaturze jezykoznaweczej transfor-
macyjna- gramatyka Harrisa). Pojecie transformacji lingwistycznej sta-
nowi niezwykle cenny wklad do jezykoznawstwa, zostalo ono jednak za-
stosowane do prac o bardzo réznych zalozeniach teoretycznych 5. Oma-
wiajae gramatyke generatywno-transformacyjna nalezy wiee odréznié ja
od wielu innych gramatyk, w ktérych korzysta sie z pojecia transformacji,
lecz opis ktérych nie nalezy do tematyki niniejszego artykutu.

Przechodze obecnie do zagadniczego tematu, czyli omawiania roli
gramatyki generatywno-transformacyjnej w badaniach jezykoznawezych.
Dzi§ nietrudno jest krytykowaé te gramatyke i to z réznych pozycji
teoretycznych. Tak jak kazda teoria, ktéra wtargneta do dziedzin przedtem
nie badanych, ktéra wskazala na nowe aspekty pewnych zjawisk oraz
postawila nowe problemy i pytania, na ktdre trzeba dopiero daé odpowiedz,
ponosi ona obecnie normalne konsekwencje swego nowatorstwa. Przy-
pominajae w duzym gkrdécie nowe problemy i pytania postawione przez
teorie generatywno-transformacyjng, nalezaloby przede wszystkim wy-
réznié¢ nastepujace:

(1) W jaki sposéb nalezy przedstawiaé¢ strukture zdania, aby wy-
doby¢ z niej i ujaé formalnym zapisem te relacje, ktérych nie mozna okre-
§lié bezposrednio na tak zwanej powierzchniowej strukturze zdania, czyli
poprzez hierarchiczng strukture przypisang bezpodrednio ciggowi elemen-
tarnych jednostek, z ktérych zdanie sie sklada?

(2) ‘W jaki sposéb mozna powigzaé takie struktury w jeden system,
ktory przy pomocy skonczonej liczby regul generatywnych bedzie re-
prezentowal nie tylko relacje skladniowe wewngtrz zdania, ale i relacje
zachodzgce miedzy wszystkimi mozliwymi zdaniami jezyka (relacje, kto-
rych przedtem nie okreslano explicite w opisie systemu jezyka, a ktére
stanowig bardzo istotny aspekt takiego systemu)?

4 Punkt (2) jest bardzo istolny z punktu widzenia ogdélnych wymagan teorii
lingwistycznej, natomiast z punktu widzenia jezykéw formalnych moze byé pominiety.

5 Dla przykladu mozna tu podaé prace J.D. Apresjana, Eksperimentalnoje

issledowanie semantiki russkowo glagola, Moskwa 1967, w ktérej autor laczy formalnie
zalozenia gramatyki dystrybueyjnej z pojeciem transformacji.
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(3) Jaki jest w zasadzie ten system, ktory stoi u podstaw tzw. kom-
petencji jezykowej czlowieka, czyli stanowi podstawe zaréwno do rozu-
mienia, jak i wladania danym jezykiem?

(4) Jaka jest relacja miedzy tym systemem a jego konkretnym uzyt-
kowaniem (performance), czyli sposobem tworzenia zdani w procesie
moéwienia?

(5) Jaki jest stosunek tak rozumianego systemu jezyka (compe-
tence) do wrodzonych zdolnosci kazdego cztowieka do wladania jezykiem?

(6) Co jest uniwersalne w takim systemie, a co jest idiosynkratyczne
w stosunku do poszezegélnych jezykéw?

(7) Jak nalezy formalnie przestawia¢ jednostki leksykalne w takim
systemie przy pomocy elementarnych cech semantycznych?

Stawiajac te nowe i istotne pytania dotyczgce podstawy kompetencji
jezykowej uzytkownikéw jezyka i starajac sie w zarysie daé jakie§ odpo-
wiedzi na nie, tworca takiej nowatorskiej teorii moze z bardzo oczywi-
stych powodéw daé jedynie odpowiedzi bardzo prowizoryczne o cha-
rakterze niesprawdzonych jeszeze hipotez 6. Wydaje si¢ sprawa oczywista,
ze wartos¢é nowej teorii powinno si¢ mierzy¢ przede wszystkim jakoscia,
wagg i sensem nowo postawionych pyta, a nie adekwatnoseia odpowiedzi, |
ktére w postepie naszej wiedzy muszg byé stale modyfikowane a czesto
odrzucane i zastgpowane innymi.

Jednym z powodéw pewnych trudnosci, jakie powsta]@ przy prébach
oceny gramatyki generatywno-transformacyjnej, jest to, ze oryginalno§é
tej teorii, nowe potraktowanie opisu systemu jezyka i wlgczenie do niego
problematyki dotychczas nie zaliczanej do jezykoznawstwa wywolato
pewng dezorientacje wsréd jezykoznawcéw. W zwiazku z tym wydaje
mi si¢ celowe wyodrebnienie trzech kierunkéw nowych badan lingwi-
stycznych, w rozwoju ktérych duzg role odegrata ta teoria, ale dla ktérych
rola ta jest zupelmie rozna.

Kierunek pierwszy objalby badania jezykoznawedéw wywodzacych
si¢ z grupy Chomsky’ego w M. I. T., z ktérych czesé pracuje obecnie i na
innych uniwersytetach w Stanach, oraz prace grupy Bierwischa w Berlinie,
ktéra kontynuuje idee gramatyki generatywno-transformacyjnej. Jezyko-
znawcey ci stale ulepszaja i modyfikuja teori¢ proponowana poczatkowo,
nie wychodzgc zasadniczo poza jej ramy. Wyraznie widadé tu — mimo
czesto do§é zasadniczych réznic zdan i kontrowersji — jeden kierunek,
w ktérym powoli w taki czy inny sposéb pojawia sie konieczno§é modyfi-
kacji pierwotnej teorii generatywno-transformacyjnej, wynikajaca z jej

® Wprawdzie ton tego rodzaju odpowiedzi byl bardzo kategoryczny u mlodego
Chomsky’ego w Syntactic Structures, ale charakterystyczna tu jest zmiana na skromna
naukowa postawe Chomsky’ego w Aspects of the Theory of Syntax (op. cit.) w stosunku
do dalej rozwijanych hipotez na ten sam temat.
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nieadekwatnos§ei w stosunku do wilasciwej interpretacji semantycznej.
Poczatkowo skladnik semantyczny traktowany byt jako ezysto interpre-
tacyjny. Jednakze — jak to wynika z coraz to nowych prac ? — powstaja
trudnosei w znalezieniu ostrej granicy miedzy regulami skladniowymi
a semantycznymi. Trudnofei te sg gléwnym powodem koniecznosei mody-
fikowania teorii. Jednym stowem coraz bardziej oczywista potrzeba wila-
czania regul semantycznych dotyczacych struktur glebokich zmusza zwo-
lennik6w tej teorii do wprowadzania Wwcigz nowych zmian, ktére ida
w kierunku zacierania granicy miedzy komponentem skladniowym i se-
mantycznym.

Do drugiego kierunku badan lingwistycznych, dla ktorych rola teorii
generatywno-transformacyjnej nie jest bez znaczenia, zaliczylabym prace
tych jezykoznawcéw, ktérzy nie widzg sensu w dalszych modyfikacjach
tej teorii, ale poszukuja odpowiedzi na podstawowe pytanie przez nig
postawione, mianowicie, jak nalezy formalnie opisaé strukture gleboka.
Starajac sie odpowiedzieé na to pytanie, jezykoznawcy ci postuguja sie
pojeciem struktury glebokiej w bardzo rézny sposéb ja okreslajac. Odrzu-
caja oni jednak zgodnie z transformacjonistami mozliwo§é adekwatnego
opisu zdan jezyka naturalnego przez przypisywanie im tylko struktur
powierzchniowych. Jezeli kierunek ten wlaczam do obeenych rozwazan,
mimo ze formalnie gramatyka generatywno-transformacyjna nie wchodzi
tu w ogdle w gre, to robie to z nastepujacego powodu. Badania, o ktérych
mowa, wynikaja przewaznie z przebadania i odrzucenia pierwotnej kon-
cepeji struktur glebokich w postaci zaproponowanej przez transformacjo-
nistoéw, lecz w istocie stanowig poszukiwania tylko innej formy dla opisu
w zasadzie podobnej koncepcji.

Charakterystyczne dla badan, ktére zaliczylam do kierunku drugiego,
jest to, ze jezykoznawey wychodzg tu od problemdéw semantyecznych
i opis skladniowy uzalezniaja od relacji semantycznych. Mimuv do§é pod-
stawowego zalozenia, wedlug ktérego wyrdzniatam ten kierunek badan,
nalezy podkregli¢, ze prace tu zaliczane charakteryzuja sie wielka rézno-

” Mozna by tu przytoczyé — oprécz znanej ksigzki N. Chomsky’ego, Aspects
of the Theory of Syntax (op. cit) — wiele nowych prac amerykanskich i niemieckich
transformaecjonistéw i semantykoéw pracujacych nad ta teoria. Zacytuje tylko znamienna
dla tej kwestii wypowiedz U. Weinreich’a zamieszczona w pracy On the Semantic
Structure of Language (Universals of Language, wyd. Greenberg, 1966) w Postseript 1965,
w ktérej odnosi sie on do swej nastepnej pracy (Hzploration in Semantic Theory, w Cur-
rent Trends in Linguistics, wyd. T. A. Sebeok, Mouton, 1966) W nastepujacy sposéb:
»It suggests an abandonment of the requirement stated in the present paper to the
effect that a grammatical description be autonomous vis-a-vis the semantic description
of a language“ (sugeruje ona, ze nalezy zrezygnowaé¢ z warunku zalozonego w obecnej
pracy, wedlug ktérego opis gramatyczny winien byé¢ autonomiczny wobec opisu seman-
tycznego danego jezyka).
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rodnofcia dodatkowych zalozern i metod badaweczych. Dla przykladu
mozna wymienié tu prace Zoltkowskiego i Mielezuka ¢, Bendixa ®, Bogu-
slawskiego 1, Wierzbickiej 1*, Bacha 12, Bellert 13,

Trzeci kierunek badan, ktéry wigze sie z teoria generatywno-
transformacyjna w sposéb dosé istotny, to lingwistyka matematyczna.
Kierunek ten zapoczatkowaly wprawdzie prace Ajdukiewicza, do ktérych
nawigzal i ktére rozwingt Bar Hillel. Jednakze dopiero ukazanie sie prac
Chomsgkiego na temat teorii generatywno-transformacyjnej spowodowato
lawinowy rozwéj problematyki, ktéra dzi§ wchodzi w zakres dyscypliny
znanej jako lingwistyka matematyczna.

Nalezy sobie z tego wyraznie zdaé sprawe — whbrew temu co sie
czesto mowi i pisze oraz whrew samej nazwie tej dyscypliny — lingwistyka
matematyczna nie jest dzialem lingwistyki, lecz matematyki. Obejmuje
ona badania jezykéw (rozumianych jako zbiory stéw czy zdan), dla ktd-
rych istnieja pewne algorytmy (przepisy czyli listy regul) pozwalajace na
weryfikacje poprawnosci dowolnych ciagdw utworzonych z elementéw
danego jezyka (Scislej: z elementéw nalezacych do zbioru zwanego alfa-
betem danego jezyka). W lingwistyce matematycznej bada sie¢ przede
wszystkim tego rodzaju algorytmy, mozna je nazywaé roOwniez gramaty-
kami. Gramatyki takie opisywane sa w standartowym jezyku matema-
tyeznym; jezyki, ktore one okre§laja, sa tworami sztucznymi, a zatem
badania tego typu dotycza obiektéw abstrakeyjnych i ich wiasnoSei.
Matematycy badaja wiec klasy obiektéw abstrakeyjnych i ich wlasnosei,
dowodzge twierdzen i tworzae coraz to nowe pojecia w zasadzie niezalez-
nie od obiektéw rzeczywistosei.

Klasa obiektow abstrakeyjnych i twierdzenia ich dotyczace znajduja
jednakze zastosowania do opisu obiektéw rzeczywistofei. I tak np. wia-
snofei pewnyeh obiektéw abstrakeyjnych opisywanych w lingwistyce ma-

8 O semanticzeskom sinteze, Problemy Kibernetiki, nr 19, 1967.

* Oomponential Analysis of General Vocabulary, Mouton, Haga 1966.

10 Semantyczne pojecie liczebnika i jego morfologia w jezykw rosyjskim, Wroctaw
1966 (rozdzial I. O jezyku i jego anmalizie).

1 On Negation i Against Conjunction Reduction, prace powielane, M. I. T. 1967,
oraz O spdjnodci semantycznej tekstu wielozdaniowego, referat wygloszony na sympozjum
poswieconym semantyce tekstu, Warszawa 1968. .

2 Nouns and Phrases in English (praca powielona w University of Texas, 1967).

13 On the Semantic Interpretation of Subject-Predicate Relations (ukaze sie w zbiorze
artykuléw wybranych z referatéw z Miedzynarodowego Kongresu Lingwistéw i przed-
stawionych w weisji rozszerzonej, Progress in Linguistics, Mouton et Co., Haga 1970);
O warunkach spéjnoéci tekstu, referat wygloszony na sympozjum poswieconym semantyce
tekstu, Warszawa 1968, ukaze si¢ w ksiazce O spdjnosei tekstuw (w druku); Arguments
and Predicates in the Logico-Semantic Structure of Utterances, Studies in Syntax and
Semantics, (red. F. Kiefer) D. Reidel, Dordrecht-Holland, 1969.
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tematycznej odnajdujemy we wlasno§ciach systemu jezyka naturalnego,
a zatem twierdzenia z nich wynikajace znajduja zastosowania do pew-
nych aspektoéw jezyka naturalnego.

Nalezy tu jednak zaznaczyé, ze zastosowania lingwistyki matema-
tycznej maja — rzecz jasna — duzo szerszy zakres i nie ograniczajy si¢
tylko do jezykéw naturalnych. Dla teorii matematycznej nie mozna w ogodle
podaé zakresu zastosowan. Tak wiee lingwistyka matematyczna znajduje
zastosowania do réznych jezykéw. Pojecie jezyka rozumiane jest tu
bardzo ogélnie i mozna nim objaé wszelkie systemy przekazywania lub
utrwalania informacji, kazdy system sygnaléw, niezaleznie od tego, czy
informacje przekazuja ludzie, maszyny, czy czefci organizmu, jak np. sy-
stem wedlug ktérego przebiega proces syntezy biatka. WlasnoSci jezykow
tak szeroko pojetych sa bardzo réznorodne, niemniej jednak wszystkie
spelniaja te sama funkeje systemu informacji i we wszystkich jezykach
mozna znalezé pewne cechy wspélne — dla kazdego jezyka istnieje jaki§
alfabet i gramatyka, czyli reguly laczenia ze sobg elementéw alfabetu.

Problemy zwigzane z zastosowaniami lingwistyki matematycznej do
nauki o jezyku naleza natomiast oczywidcie do lingwistyki ogélnej. Stad
tez nie mozemy tu pomingé tej dyscypliny, ze wzgledu na role jaka w niej
odegrala teoria generatywno-transformacyjna.

Omawiajac role teorii generatywno-transformacyjnej w badaniach
lingwistycznych nalezy mieé na uwadze oddzielnie trzy wyzej wymie-
nione kierunki badan, aby jasniej sprecyzowaé wklad tej teorii do postepu
naszej wiedzy o jezyku. Rozpatrzymy wpierw rozwdj kierunku pierwszego,
ktéry jest najsilniej zwiazany z teoria generatywno-transformacyjng.

Najwiekszy wplyw na modyfikacje teorii generatywno-transforma-
cyjnej miaty i weigz maja nowoczesne badania semantyczne. Ciekawa
sprawa jest to, ze np. wszelkie proby zdefiniowania transformacji — pod-
stawowego pojecia przy pomocy ktérego wiaze sie struktury glebokie ze
strukturami powierzchniowymi — skazane sg na niepowodzenie, jezeli nie
korzysta sie¢ z kryteriow semantyeznych. Wezmy dla przykladu jedna
z ostatnich propozycji dotyczacej definicji transformacji, mianowicie
préoby Apresjana wprowadzenia dodatkowego kryterium formalnego do
definicji relacji transformacyjnej 4, Dodatkowe kryterium Apresjana po-
lega na wprowadzeniu nastepujacego warunku, ktéry musi byé spelniony
w kazdym wypadku przez relacje transformacyjng. Z grubsza mowige,
miedzy kontekstowymi klasami sléw (znanymi z prac Kulaginy i Glad-
kiego jako S-klasy), ktore wystepuja w danym zdaniu, zachodzi relacja
przyporzadkowania. Tak np. w jezyku polskim klasa przymiotnika, ktéry
stoi obok rzeczownika jest przyporzadkowana klasie tego rzeczownika,

1 1. I. Revzin, Les modéles linguistiques, Paris 1968, s. 155.
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za§ klasa przystowka stojacego przy czasowniku jest przyporzagdkowana.

klasie tego czasownika. Natomiast miedzy klasg rzeczownika stojacego

w podmiocie, a klasa czasownika stojacego w orzeczeniu zachodzi przy-

porzadkowanie dwukierunkowe. Ot6z wymaga sie od relacji transforma-

cyjnej laczacej dwa zdania S, i S,, aby dla wszystkich jednostek leksykal-

nych wystepujacych w S, znalazly sie takie jednostki leksykalne w S,, ktore

nalezg odpowiednio do tych samych klas paradygmatycznych (S-klas)
i zeby zachowany byl ten sam kierunek przyporzadkowania miedzy nimi
(lub co najmniej jeden kierunek przyporzadkowania w przypadku dwu-

kierunkowego przyporzadkowania). Zgodnie z takim kryterium relacja

miedzy zdaniami Brat Zony przyjechal i Zona brata przyjechata istotnie
nie bedzie zaliczana do relacji transformacyjnych; kierunek przyporzadko-

wania miedzy klasa stowa brat i klasa slowa Zony w zdaniu pierwszym jest:
odwrotny do kierunku przyporzadkowania klas stow Zony i brata w zdaniu

drugim. To samo kryterium nie zdaje jednak egzaminu w innych przypad-
kach; zmusi ono nas, na przyklad, do uznania za transformacje relacji

miedzy zdaniami: Jan widzi kota i Kot widzi Jana. Z drugiej strony zmu-
szeni bylibySmy odrzucié réwniez wiele relacji nznanych powszechnie jako

transformacje (np. transformacje eliptyczne). Trzeba by wiec uznaé, ze
korekta Apresjana jest watpliwej wartosci, gdyz jego dodatkowy warunek
formalny nie bylby przydatny w opisie jezyka.

Nie bede tu wchodzila w szczegétowe rozpatrywanie mankamentow
aparatu formalnego teorii generatywno-transformacyjnej w stosunku do
potrzeb wynikajacych z wlaSciwej interpretacji semantycznej. Wystarezy
przejrzeé nowsze prace samych transformacjonistéw, z ktoryeh nieomal
kazda wnosi propozycje pewnych modyfikacji. Sa one jednak zwykle do-
konywane ad hoc i wkrotce okazuje sie, ze nie 83 wystarczajace. Nowsze
badania coraz wyrazniej wskazuja na to, Ze teorie generatywno-transfor-
macyjng nalezaloby odrzucié i koncepcje struktury glebokiej ujaé z for-
malnego punktu widzenia zupelnie inaczej 5.

Po tej wla$nie linii ida jezykoznawey, ktérych badania zaliczylam
do kierunku drugiego. Istotng sprawa jest jednak to, ze jezykoznawcey ci
nie traktuja problemdéw semantycznych niezaleznie od skladni, co bylo
charakterystyczne dla przedtransformacjonistycznych kierunkéw badan
jezykoznawezych. W tym punkcie widze zasadnicze powigzanie miedzy
grupg pierwsza a druga oraz znaczenie, jakie ma teoria generatywno-
transformacyjna w dalszych badaniach jezykoznaweczych. Zagadnienie po-

15 Watpliwodei takie wysuwane 83 juz obecnie przez najgoretszych zwolennikéw
formalnego aparatu gramatyki generatywno-transformacyjnej w nieopublikowanych
jeszcze pracach (Lakoff, Ross, Bach), w ktérych wyraznie stawia si¢ pytanie co do
sensownosci postulowania glebokich struktur zdeterminowanych przez transformacje
gramatyczne.
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wigzania probleméw semantycznych z opisem skladniowym wigze sie
§cifle z wprowadzeniem do opisu strukturalnego pojecia glebokiej struk-
tury. Obecnie czesto uzywa si¢ i naduzywa tego pojecia. Jest rzeczgy
oczywista, ze sam fakt uzycia pojecia ,gleboka struktura” w opisie struk-
tury jezyka nie moze stanowié¢ w jakiejkolwiek mierze o wyzszodci danego
opisu nad innymi, ktére nie korzystaja z tego pojecia. Istotna sprawg
jest to, aby pojecie takie bylo §ciSle okre§lone i wlaczone do teorii jezyka,
w ktorej opis struktur glebokich wigze sie formalnie z opisem struktur
powierzchniowyeh, oraz — co jest najistotniejsze — aby opis taki byt
w pelni zgodny z interpretacja semantyczng, ktérg mozna i nalezy empi-
rycznie potwierdzaé przez uzytkownikéw jezyka.

Nie idzie tu o intuicyjne pojecie struktury glebokiej. W sposéb in-
tuicyjny korzystano z tego pojecia juz od dawna 6. Teoria generatywno-
transformacyjna jednak po raz pierwszy pokazala, ze pojecie takie moze
byé §cisle okreslone i wlaczone do systemu opisujacego jezyk naturalny.
Tak wiec zastuga teorii generatywno-transformacyjnej jest to, ze wila-
czajac pojecie struktury glebokiej do opisu skladniowego za pomocg po-
jecia relacji transformacyjnej stala sie ona modelem gramatyki, ktory byt
duzo blizszy wladciwej interpretacji semantyecznej niz wszystkie dotych-
czasowe opisy strukturalne typu taksonomicznego . Dopiero transforma-
cjonisci zatem mogli wysunaé teze, ze ich formalny opis strukturalny jest
podstawa do interpretacji semantycznej. Teza okazala si¢ niestuszna
w stosunku do ich wlasnej realizacji opisu struktury jezyka, czyli do
gramatyki generatywno-transformacyjnej, ale jako taka stala sie podwa-
ling i sztandarowa teza dla dalszych, nowych opiséw, ktére posuwaja
nasza wiedze¢ o systemie jezyka.

Warto jeszeze podkreslié, ze prace, ktére zaliczylam tu do drugiego
kierunku badan, charakteryzuja sie duza réznorodnoscia metod badaw-
czych, zalozen i celéw. Sposréd trzech grup wymienionych w niniejszym
artykule jest to na pewno najbardziej zréznicowana grupa, ktérag — jak
juz wspomniatam — Igezy tylko jedna podstawowa teza o koniecznofci
formalnego postulowania abstrakeyjnej struktury glebokiej dla adekwat-
nego opisu jezyka, struktury réznie wprawdzie okreslanej formalnie, ale
zawsze zalozonej jako podstawa dla opisu zawartofei znaczeniowej wy-
powiedzen w danym jezyku.

16 Przede wszystkim w Grammaire généiale et raisonnée z Port Royal; pojecia
»deep grammar® uzywal w spos6éb intuicyjny réwniez L. Wittgenstein w Philo-
sophical Investigations, oraz np. C. F. Hockett w A Course in Modern Linguistic.

17 QOpisy tradycyjne mogly byé réwnie bliskie lub nawet blizsze adekwatnosei
semantycznej, ale sposob opisu pozostawial wiele do zyczenia z formalnego punktu
widzenia.
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W zaleznofci od celow stawianych przez dane teorie gleboko§é postu-
lowanych struktur bywa rézna. Tak np. w pracach Zolkowskiego i Miel-
czuka, ktore majg na celu ustanowienie tzw. Basic Russian, jezyka dla
potrzeb zmechanizowanego tlumaeczenia, glebokogé postulowanych struk-
tur nie jest duza; ich glebokie struktury sg stosunkowo duze blizej struk-
tury powierzchniowej niz np. struktura gleboka postulowana w kon-
cepcjach Boguslawskiego i Wierzbickiej, o ktérej autorzy méwia, ze mozna
bedzie jg okreflié w terminach semantycznych uniwersaliow jezykowych 28

Obecnie oméwie role teorii generatywno-transformacyjnej w sto-
sunku do prac z lingwistyki matematycznej. Teoria ta, ktéra jest jedna
z pierwszych teorii jezykoznawczych dajacych sie sformalizowaé, wywarla
wesp6l z kilkoma innymi pracami o charakterze bardziej matematycznym
(Ajdukiewicz, Bar-Hillel, Kulagina, Gladkij) olbrzymi wplyw na powsta-
nie i rozwiniecie nowej dyseypliny naukowej, jaka jest lingwistyka ma-
tematyczna. Nalezy tu podkrelié, ze posréd innyeh teorii mozliwych do
sformalizowania lub sformalizowanych, ktére zastosowano do jezyka na-
turalnego, gramatyka generatywno-transformacyjna wyréznia sie tym,
ze jedynym jej celem jest adekwatny opis jezyka naturalnego a problem
jej sformalizowania traktowany jest drugoplanowo, podezas gdy w pozo-
statych pionierskich pracach idaeych w tym kierunku budowano sforma-
lizowane systemy i stosowano je nastepnie przykladowo do jezyka natu-
ralnego, aby wykazaé ze tylko pewne fragmenty jezyka naturalnego
mozna sformalizowaé w sposéb przez nie zalozony. Tak wiec w teorii
generatywno-transformacyjnej obserwujemy najbardziej ,empiryczne’’
podejscie; jezykoznawcy buduja swéj system starajac sie go dopasowaé
do faktow jezyka — kazdy nowo odkryty fakt jezykowy nie mieszezacy
si¢ w ramach tej teorii wplywa na modyfikacje teorii. W innych pracach
bywato przeciwnie, matematyk lub jezykoznawca definiowal swéj sy-
stem — oczywiscie na podstawie pewnych danych o jezyku naturalnym —
i nastepnie badat tylke relacje miedzy jego systemem a jezykiem natu-
ralnym (np. Kulagina, Gladkij, etc.). :

Nalezaloby tu jeszcze wspomnieé o innej roli jaka odegrala teoria
generatywno-transformacyjna w lingwistyce matematycznej. Mianowicie
byla ona pierwsza proba wskazania na mozliwo$é opisu gramatyki jezyka
naturalnegoe jako systemu rekurencyjnego. Ma to ogromne znaczenie
w Swietle znanej dobrze tezy Alfreda Tarskiego, wedlug ktérej jednym
z powodOw niemozliwosci opisania semantyki jezyka naturalnego (nawet
w dwuwartosciowym modelu prawdy i falszu) jest to, ze nie mamy spo-

18 Osobidcie watpie w mozliwosé realizacji takiej koncepeji nawet z punktu widze-
nia czysto teoretycznego, lecz ocena poszezegdlnych teorii nie wehodzi w zakres obecnych
rozwazan.
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sobu na wyszeczegélnienie wszystkich wyrazen jezyka, ktére sa zdaniami
tego jezyka '®. Dzi§ teza ta jest juz co najmniej watpliwa ze wzgledu na
mozliwo§ci ukazane przez teorie generatywno-transformacyjna.

Reasumujae w jednym zdaniu tre§é niniejszego artykulu, mozna po-
wiedzieé, ze pomimo to, iz samg koncepcje przedstawiona w teorii gene-
ratywno-transformacyjnej nalezaloby odrzucié, to rola tej teorii w nowo-
czesnych badaniach lingwistycznych jest bardzo znaczna, na co wskazuja
ogromne ilosei nowych prae lingwistyeznych, ktére w taki czy inny sposéb
wigza sie z koncepcjami wysunietymi przez adherentéw teorii genera-
tywno-transformacyjnej 20.

THE ROLE OF A GENERATIVE-TRANSFORMATIONAL GRAMMAR IN THE
DEVELOPMENT OF NEW TRENDS IN LINGUISTIC INVESTIGATIONS

Summary

The paper contains a critical discussion of the role played by the new approach
to the description of language as proposed by the proponents of a generative-transfor-
mational theory. Three different trends in recent linguistic investigations are considered
with respect to the bearing of this theory on their development: (1) the new, modified
theories which constitute a straightforward continuation of Chomsky’s generative-
transformational grammar, (2) new approaches to the description of language in which
the concept of deep structures is not connected with grammatical transformations and
is considered more or less as a semantic concept, and (3) mathematical linguistics.

The author tries to show that in spite of the necessity of rejecting the formal
concepts postulated in Chomsky’s generative-transformational theory, the significant
role of this theory played on the recent development of linguistic investigations is
unquestionable.

I

1 A. Tarski, O pojeciu prawdy w odniesieniu do sformalizowanych naulk dedul-
cyjnych, Ruch Filozoficzny XII, 1930—1931, 8. 210—211. oraz The semantic conception
of truth and the foundations of semantics, Philosophy and Phenomenological Research 1V,
1944, s. 341—376. ;

2 Cheialabym podzigkowaé p. dr J. Puzyninie za uwagi krytyczne, z ktérych
tu skorzystatam.



BULLETIN DE LA SOCIETE POLONAISE DE LINGUISTIQUE, fascicule XXVIII

JADWIGA SAMBOR

The distribution of low frequency words
in texts of natural languages

It has long been noticed by linguists, that in texts of natural lan-
guages words oceur with various frequencies (by natural languages we
mean those not artificially created by man; Esperanto, e.g., is not
a natural language). In all texts hitherto studied word frequencies have
shown a characteristic regularity: numerous groups of words appear
with the same low frequencies, and the sizes of these groups exhibit a mono-
tone decreasing distribution.

As by ,word” we mean a lexical entry, the different word forms
(inflexional forms of a word) are considered to constitute a single word.

Let N stand for the length of the text (the number of word forms
in it), W for the vocabulary of the text (the number of lexical entries
in it), ¢« for word frequency (¢ =1, 2,..., k), and w; for the number of
words of a given frequency, assuming that ;

fiv Zk: z"wz, W= i Wi
i=1 i=1

For ¢ <10 the wvariables ¢ and w: show a monotone decreasing
distribution. Graphically the curve obtained for all texts of natural -
languages hitherto studied is of the J-type.

Distributions of low frequency words were examined by G. Yule.
In 1944 he published a paper (10) which still remains the basic monograph
on the subject. His theses and materials are quoted everywhere in lin-
guistic literature (cf. Herdan (5), Frumkina (3)).

In order to determine the controversial authorship of De imitatione
Christi, a text ascribed to Thomas & Kempis, Yule examined the statisti-
cal structure of its vocabulary, dealing for simplicity’s sake only with
the distribution of nouns. Analysing the distributions of rare words he
signalled their similarity to certain cases of Poisson’s distribution (when
A< 1,0), with the difference that in empirical distributions mean value
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and variance are not equal (¢ > u), and that the distributions are trun-
cated (for lack of the value w,). Limiting himself to this suggestion and
making no attempt to verify his hypothesis by an exact statistical test
Yule proposed the well-known parameter K as an optimal index of the
quantitative voeabulary structure of a text, an index independent of N and
assuming an identical value for a truncated and non-truncated distri-
bution.

Though never tested by anybody, the hypothesis of Poisson’s distri-
bution of low frequency words is universally accepted in linguistic litera-
ture (Frumkina (3), Herdan (5) (6) — the latter objecting, however, that
thie pure mechanism underlying Poisson’s distribution does not occur in
word frequencies).

The objeet of the present paper is to test the likelihood of this
hypothesis. The material used for this purpose eonsisted of word frequency
lists, based on this writer’s own word file, econeerning the Polish poem
Pan Tadeusz, written by Adam Mickiewicz in 1834 and divided into
12 books. Every single book was examined as well as Books I—VI (half
of the text) and the text as a whole (PT I—XITI). Other data on the
distribution of rare werds, published in linguistic literature, were also
utilized. They concerned New Testament texts (Morgenthaler (8)), those
of A Captain’s Daughter by Pushkin and of English periodicals (Somers (9)),
and finally a fragment of the eontemporary Polish novel Sprzysieienie
by 8. Kisielewski. The latter was kindly donated to this writer by J. Wo-
ronczak.

In view of the non-existence of the value w, in empirical distributions,
two methods were used, an empirical distribution being treated either as
truncated or as displaced.

a) The Truneated Distribution

For theoretical frequencies w’; the distribution was assumed to be
Poisson’s, truncated on the left. This means that in Poisson’s function
tables the value i = 0 was omitted, while the sum total of the proba-
bilities was kept equal to 1. Since the value w was unknown we could
not use the average of the sample as an estimate of the parameter 1,

because m = Y.1P(1).
i=1

Instead, we estimated the parameter 4 by means of the equation
A
1—e?

where m stood for the mean value of the empirical frequency distribution.
This equation was solved for i graphically, the A’s obtained for the three

m=
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studied texts being equal to 2,79 (PT I—XII) and 1,27 (PT IV, PT VII);
for the whole text of PT (PT I—XII) frequencies ¢ were assumed which
met the requirement 7 < 20.

Since the distribution was considered to be Poisson’s truncated (¢ > 0),
its cummulative function was a conditioned probability (under the premise
that the variable £ > 0), and was obtained from the formula

0 for 1 <0

F(i) —F(0)
1—F(0)

F (ift>0)= for ¢ >0

(cf. H. Cramer (2), p. 240).

In the case of Poisson’s distribution #(0) = e~* Hence in Poisson’s
truncated distribution the probability of the occurrence of the event % is.
the conditioned probability P(i/£>0). Consequently, the P(¢) values in
he tables must be standarized to conform to the formula

Pi]e=0)= (z)“ because
2P< B e e
2P(z/£>0) © Tl e o 7L

The theoretical sizes w’:, obtained through this procedure, were com-
pared by means of the 4 test with the empirical sizes w: (table 1, fig. 1).
With 7 = 7 degrees of freedom and with the level of significance a = 0.05
the theoretical value of the gauge y,2, obtained for the text of PT I—XII,
was 14,067 while the empirical gauges amounted 31000. In texts PT IV
and PT VII with » = 4 degres of freedom the theoretical value y*« was
12,5692, but the empirical x%m, amounted respectively to 1737 for PT
IV and 1269 for PT VII. The hypothesis of Poisson’s distribution must
therefore be rejeeted. Flagrant disagreements between the two distributions.
also appear from fig. 1.

b) The Displaced Distribution

In order to make the value i — 0 the whole distribution was dis-
placed: instead of i, the frequencies assumed were ¢ — 1. This time the
theoretical sizes w’s, which were conformed to Poisson’s distribution, were
calculated under the premise, that # = A, only those frequencies being
congsidered which met the requirement ¢ < 10.

Data on the empirical and theoretical distribution for PT I—XII,
PT IV, and PT VII are given in Table 2. The gauge y2,, is 135 000 for
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PT I—XTI, 1557 for PT IV, and 827 for PT VII, while y,2 ~ 20, so that
the H, of Poisson’s distribution must be decidedly rejected. The dis-
agreement between the distributions is all the more flagrant, because
in PT I—XII the mean value m = 1,32, so that 4 > 1. Consequently,
the theoretical distribution attains its maximum at the point ¢ = 2, while
all the empirical distributions show their maxima at 7 = 1.

‘Tab. 1 The Hypothesis of Poisson’s Distribution of Low Frequency Words —
a truncated distribution

%lEg- PT Books I—XII PT Book IV PT Book VII
i w, w, w, w, w; w,
1 4360 1597,15 1562 1129,20 899 654,68
2 1595 2236,00 369 735,85 205 415,63
3 797 2086,94 143 311,81 85 176,10
4 488 | 1460,86 83 99,22 50 56,04
5 296 818,08 56 25,29 17 14,28
6 225 381,78 295 5,38 22 3,04
7 i 206 152,72 18 0,98 i 0,55
8 149 53,46 22 11 . 0,09
9 119 10,47 12 8

10 94 4,66 15 7

11 89 1,18

12 87 0,27 2309 2307,73 1321 1320,41
13 60

14 50

156 34

16 40

17 40

18 20

19 37

20 18

8804 8803,57

Discrepancies of a similar type can be observed in New Testament
texts (Table 3). For the rest of the texts (Pushkin, Kisielewski) we quote
no more numerical data since the results show analogous deviations.

In statistical literature the distribution of rare words is also some-
times interpreted as lognormal (J. Aitchison, J. Brown (1)), though there
is some doubt about the possibility of fitting an empirical discrete distri-
‘bution with continuous one. This is possible if we treat the empirical
cumulative functions as percentual data; then the frequency 7 may be
viewed as a continuous variable. Table 4 contains numerical data on the
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Tab. 2. The Hypothesis of Poisson’s Distribution of Low Frequency Words —
a displaced distribution

b PT I—XII PT IV PT VII .
cies
i li—1| w | w, w, | w w, | w,
1 0 4360 2226,72 1562 1081,14 899 618,5'3
2 1 1595 2935,81 369 819,05 205 468,59
3 2 797 1937,02 143 311,34 85 - 178,26
4 | 3 | 488| 852,80 83 79,34 50 45,39
5 4 296 281,85 56 15,21 17 ' 8,70
6 5 225 74,59 29 2,34 22 1,34
9 6 206 16,47 18 0,30 17 1,17
8 | 7 | 149 3,11 22 0,03 I S
9 | 8 | 119 0,52 12 8
10| 9 | 94 ° 007 15 L R | ik
8329 8328,96 |- 2309 | 2308,75 1321 1320,99

Tab. 3. The Hypothesis of Poisson’s Distribution of Low Frequency Words —
a displaced distribution

qi;fn'_ The New Testament | The New Testament
cies as a whole Paul’s Epistles
=1 w, | w, w; w,
1 0 1934 777,49 1140 537,81
2 1 842 1343,45 442 783,90
3 2 470 1161,49 230 ; 571,96
4 3 322 669,91 143 278,52
5 4 221 289,99 123 101,84
6 5 173 100,50 62 29,82
7 6 123 29,31 58 |. s 7,29
8 7 110 7,20 50 1,63
9 8 107 1,56 35 0,28
10 9 79 0,30 30 0,05
4381 4371,20 2313 2313,00

empirical cumulative functions for the texts of PT I—XII, PT IV, and
PT VII. The agreement with the theoretical distribution is easily tested
graphically. As shown in Fig. 2, the empirical points align almost evently.
The coincidence with a lognormal distribution is very considerable, the
fitting being seemingly independent of the length of the text (cf. PT VII
and PT I—XITT). Such good fitting of the word frequency with a log-
normal distribution is by no means surprising. The frequency of linguistic
elements is conditioned, among others, by psycho-physiological factors
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and the wide applicability of the variable log # in psychology is well-
known. This is so because word frequency can be viewed as an effect
of a great many mutually independent impulses. If the premise is ac-
cepted, under which the action of the impulses and the frequency are
mutually proportionate (Cramer (2), p. 215), the distributions of word
frequencies may be exploited to be approximately lognormal.

Tab. 4 Empirical Cummulative Functions of Low Frequency Words

Frequen-
cies |pr IXII| PT 1I—VI PT IV
i
1 47,135 53,474 65,137
2 64,378 70,229 80,525
3 72,994 78,100 86,489
4 78,270 82,630 89,950
5 81,470 86,221 92,285
6 85,903 88,478 93,494
7 86,130 89,959 94,245
8 87,740 90,970 95,163
9 89,027 92,246 95,663
10 90,043 95,066 96,288
20 95,178 96,628 98,707
30 96,822 98,006 99,374
40 97,751 98,607
50 98,313 98,915 99,583
60 98,584 99,062
70 98,865 " 99,311
80 99,081 99,458 99,708
90 99,167 99,502
100 99,943 99,545 99,790
200 99,676 99,824
300 99,784 99,868

In one of his latest monographs G. Herdan (4) also tried an approxi-
mation by means of Waring’s distribution, contending that it describes
the frequencies of all words adequately, and not only those of the rare
ones. The distribution is of the hypergeometrical type, its probability
function having the form

Pliy—@—a a@+1) (@f2)..(a+i—2)
Y BRI (e T .

The expected value and the variance are given by the formulae:

a R & a(x—1) (x—a)

N T, O N Sl e ey Y

-
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where there is a function dependence between a and # on one hand and
the parameters x and p, of the sample on the others:

q 7 = a
1 1! ? T 1—0p,

1—p, =

In this monograph Herdan (4) (pp. 85—88) gives tables for P(¢)
values, where 2 < ¢ < 50, for the parameters of the sample he assumes
the values 1,6 < ¥ < 24 and 0,4 < p, < 0,6 because in linguistic practice
both parameters never go beyond these limits.

Contrary to Herdan’s optimistic conclusions this distribution does
not adequately describe the linguistic data. As an example Herdan quotes
the theoretical and empirical word frequency distribution in Captain’s
Daughter by Pushkin ((4) p. 87). Here, however, the y2 criterion reveals
serious diserepancies (y2,,, is 40,209 with 21 degrees of freedom, while y%
has the value 32,671, a being equal to 0,05). The same approximation
was applied to the Polish data of PT I—XII. Here, too, the hypothesis
of agreement had to be rejected (y3,, = 78,00 with 26 degrees of freedom,
while x%, = 38,885 with the level of significance a = 0,05).

The model proposed by Herdan is not satisfying. Of course the
frequency distribution of rare words can be described by means of a large
class of skew distributions, but neither Poisson’s nor Waring’s distribution
will do for its description.

==
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IRINA CHARITONOWA

Zur Definition der Polysemie und der Homonymie
des deutschen Satzes .

I. Voraussetzungen: Aus der Betrachtung der Sprache als Zeichen-
system ergibt sich die Betrachtung einzelner sprachlichen Einheiten als
Zeichen. Eine der meist umstrittenen Fragen der heutigen Sprachwissen-
schaft ist die Frage, welche sprachliche Einheiten als Zeichen gelten
diirfen. Allgemein anerkannt ist die sogenannte Subepene der Phoneme,
die nicht als volle Zeichen anzusehen sind, weil sie nur dem Ausdrucks-
plan angehoren. Was aber die sogenannte Supraebene anbetrifft und
insbesondere den Zeichencharakter der Sitze, so sind sich die Linguisten
in dieser Frage nicht einig . In allgememen Zugen zusammengefasst, sind
hier folgende Konzeptionen zu verzeichnen:

1) Der Satz ist kein Zeichen, da die endlose Zahl der moglichen
Sitze mit dem Begriff des Systems in Widerspruch gerit.

2) Der Satz ist ein kompliziertes Zeichen, zum Unterschied vom
Wort, das als einfaches Zeichen betrachtet wird.

3) Der Satz ist ein volles Zeichen, zum Unterschied vom Wort, das
als Teilzeichen anzusehen ist. :

4) Der Satz ist ein Zeichen der Rede (Redezeichen), zum Unter-
schied vom Wort, das ein Zeichen der Sprache (Sprachzeichen) ist.

Wir gehen von der folgenden Auffassung des Problems aus:

Man hat zwischen einem Kernsatz (Grundmodell des Satzes einer
Sprache) und einem vom Kernsatz (oder Kernsidtzen) abgeleiteten Satz
zu unterscheiden. Der Kernsatz stellt ein kompliziertes Zeichen dar.
Alle Sitze, die von den Kernsidtzen abgeleitet werden, sind Kombina-
tionen von einfachen und komplizierten Zeichen. Mit Hilfe einer endli-
chen Zahl von bekannten Zeichen kann man eine endlose Zahl von neuen
Kombinationen erzeugen.

1 Sieh z. B. Mamepuaas x xougepenyuu ,,3uik Kax 3HaKosasn cucmema ocobozo poda*,
Mocksa, 1967.
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Vorausgesetzt, dass das Zeichen als bilateral anerkannt wird, und
daher als ein Phinomen, das in sich Bezeichnendes und Bezeichnetes
vereinigt, wird auch der Satz als eine Hinheit beurteilt, die zwei Seiten
besitzt: Ausdruck und Inhalt.

Das Verhiltnis des Bezeichnenden des Satzes (seines Laut- oder
Schriftbildes) zu seinem Bezeichneten (seiner Semantik) bildet das Wesen
des Satzes als eines Zeichens.

Was wird unter der Semantik eines Satzes verstanden“’ Ohne auf
das viel diskutierte Problem der Semantik, und insbesondere der Satz-
semantik einzugehen, wird hier vorausgesetzt, dass der Satz einen Infor-
mationsinhalt hat, der aus dem Gegebenen und dem Neuen besteht (,,Die
Thema-Rhema-Gliederung® des Satzes nach K. Boost) 2, und dass dieser
Informationsinhalt einerseits in seiner Bezogenheit auf eine bestimmte
Zeitstufe und andererseits als real, irreal, moglich oder gewiinscht dar-
gestellt wird. Daraus geht hervor, dass die-Semantik des Satzes sich aus
einigen Komponenten zusammenlegt: aus dem Informationsinhalt, oder
der sogenannten denotativen Bedeutung (das Wesentlichste der Satz-
semantik), aus der modalen und temporalen Bedeutung und aus seiner
kommunikativen Leistung 2.

Als Element eines Zeichensystems kann jedes Satzmodell einer
Sprache nur aus seinen strukturellen und semantischen Wechselbeziehun-
gen mit anderen Satzmodellen desselben Systems verstanden werden.
Synonymie, Homonymie, Polysemie, Antonymie auf der syntaktischen
Ebene sind die semantischen Beziehungen zwischen den Elementen der
syntaktischen Ebene in paradigmatischer Hinsicht. Die Fragen der seman-
tischen Beziehungen zwischen den Sitzen gewinnen in der letzten Zeit
besonders an Aktualitit, da die exakten Methoden der linguistischen
Analyse es ermoglichen, semantische Beziehungen zwischen einzelnen
Elementen im System zu explizieren.

2. Im vorliegenden Beitrag wird ein Versuch gemacht zwei Arten
der semantischen Beziehungen der Sitze zu behandeln, und zwar die
Polysemie und die Homonymie der deutschen Satze.

Als gesprochene oder geschriebene kommunikative Einheit, als
Redeeinheit, bekommt jeder Satz im gegebenen Kontext eine bestimmte
denotative, zeitliche, modale und kemmunikative Bedeutung. Potentiell
aber konnen fast jedem Satzmodell, als einem virtualen Zeichen oder einer
Kombination von Zeichen, zwei (oder mehrere) semantische Interpreta-

* Karl Boost, Neue Untersuchungen zum Wesen und zur Struktur des deutschen
Satzes. Der Satz als Spanmungsfeld, Berlin 1956, 8. 31—35.

3 Diese Definition stimmt im grossen und ganzen mit der von K. G. Kruschel-
nizkaja iiberein. K. I'. Kpymensuuuxas, Tpanchopmayuonnsiii memod u npobrema 3nave-
Hus, ,VIHOCTpanHble ASBIKM B BbIcimed mxosne“, IIT, Mocksa, 1964.
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tionen zugeschrieben werden®. (Dabei kommen nur vollstéindige (voll-
grammatische) S#atze in Frage, und keine elliptischen (etwa weiss ich),
die ausserhalb des Kontextes immer vieldeutig sind).

Nehmen wir einige Beispiele:

(1) Er muss krank sein.
(2) Ich koche selbst.
(3) Hs wird von Peter wiel erzdhlt.

Alle drei Sitze sind ausserhalb des Kontextes doppeldeutig. Aber
schon intuitiv ldsst sich der Unterschied zwischen der Doppeldeutigkeit
des Satzes (1) und des Satzes (2) einerseits und der Doppeldeutigkeit:
des Satzes (3) andererseits feststellen.

Dieser Unterschied liegt in folgendem:

Die Doppeldeutigkeit des Satzes (1) besteht in seiner verschieden
aufzufassenden Modalitat (EBr muss wirklich krank sein, um krankge-
schrieben zu werden und Er antwortet heute schlecht, er muss krank sein)S.
Die Doppeldeutigkeit des Satzes (2) liegt in seinem verschieden aufzu-
fassenden Zeitbezug (die dauernde Gegenwart als Antwort auf die
Frage Wer kocht bei dir zu Hause? oder die Zukunft, wie in folgendem
Auszug: :

— Du weisst hoffentlich, dass ich nicht kochen kann? — fragte Rita erschrocken.
— Ich koche selbst, — versicherte er.  (Ch. Wolf).

Also, die Doppeldeutigkeit des Satzes (1) und des Satzes (2) liegt
nicht in ihrer Denotation, sondern in der Modalitdt (1) und im.Zeit-v
bezug (2).

Dagegen besteht die Doppeldeutigkeit des Satzes (3) darin, dass er
verschiedene Informationen enthalten kann, was davon abhingt, ob die
prapositionale Fiigung von Peter als Subjekt oder als Objekt der Handlung
erfasst wird. In diesem Fall liegt die denotative Doppeldeutigkeit vor.

¢ Hier ist nur denotative, zeitliche und modale Vieldeutigkeit gemeint. Die
Doppeldeutigkeit in der aktualen Gliederung eines Satzes ldsst sich kaum nachweisen,
denn im gesprochenen Satz ist die Intonation ausschlaggebend, im geschriebenen Satz.
wird die kommunikative Funktion von dem Artikel und der Wortfolge geleistet.

8 Eine gewisse Rolle im Modell (I) spielen die Selektionsbeschrénkungen, nimlich
in der Wahl des mit dem Modalverb gekoppelten zweiten Verbs, denn die Sitze mit
einem perfektiven Verb sind in der Regel modal nur eindeutig zu interpretieren. Vgl:
Es muss jetet erledigt werden.

Dagegen erweist sich der Satz, wo das Priadikat die Verbindung eines Modal-
verbs mit einem durativen Verb darstellt, als modal vieldeutig. Vgl: ,Er musste jetzt
zu ihm heruntersehen“. (A. Seghers)

Ausfiihrlich iiber das zeitliche Verhiltnis zwischen dem Modalverb und dem In-
finitiv und iiber den Modalwert eines Satzes sieh: V. A. Sherebkov, Zum Zeithecug
beim deutschen Modalverb, in ,Deutsch als Fremdsprache“, 1967, 6.
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In diesem Zusammenhang entsteht die Frage, ob man hier mit der
Homonymie oder mit der Polysemie der Sidtze zu tun hat, und wie sollen
«die beiden Erscheinungen auseinandergehalten werden.

Die Ausdriicke ,Homonymie“, , Vieldeutigkeit“ (,,Doppeldeutig-
keit*), ,Polysemie*“ werden in bezug auf den Satz als Synonyme gebraucht®.
Wenn man aber konsequent verfihrt, muss man bei der Behandlung des
Satzes, wie auch bei der Behandlung des Wortes, zwischen der Homo-
nymie und der Polysemie unterscheiden und die Festlegung der Kriterien
anstreben, die die beiden Erscheinungen voneinander abgrenzen.

Wir nennen die denotative  Vieldeutigkeit — Homonymie des
Satzes, und die temporale bzw. modale Vieldeutigkeit — Polysemie
des Satzes. Das ist keinesfalls eine rein terminologische Frage, denn
man konnte auch andere Termini annehmen (etwa ,denotative Viel-
deutigkeit zum Unterschied vom Ausdruck ,modale“ bzw. ,temporale
‘Vieldeutigkeit*). Insofern aber diese Begriffe den Erscheinungen der
objektiven sprachlichen Realitiit entsprechen, muss diesen Erscheinungen
Rechnung getragen werden?.

3. Neben diesen semantischen Unterschieden miissen auch struk-
turelle Unterschiede zwischen den polysemantischen und homonymischen
Satzmodellen gesucht werden, um die intuitiven Erkenntnisse auf eine
formale Weise zu explizieren.

Wie bekannt, wird in der modernen Linguistik die Homonymie des
Satzes als eine Erscheinung definiert, wenn ein Satz zwei verschiedene
Tlefenstrukturen hat. Es entsteht die Frage, ob diese Definition auch fiir
die Polysemle zutrifft, mit anderen Worten, ob ein polysemantischer Satz
in geiner Tiefenstruktur auch verschieden interpretiert wird.

Da wir diese zwei Erscheinungen auseinanderhalten wird hier an-
genommen, dass dieses strukturelle Merkmal der Satzhomonymle filr die
Satzpolysemie nicht relevant ist.

3.1. Wenden wir uns zunichst der Betrachtung der Satzhomo-
nymie zu.

Die Homonymie des Satzes erd durch mehrere Ursachen hervor-
gerufen. Hierzu einige Beispiele::

3.1.1. Die Homonymie entsteht in Passivkonstruktionen in dem
Falle, wenn die Priiposition won einen Dativ regiert, der sowohl als

¢ Beitrige von W. Motsch, M. Bierwisch u. a. in den Heften ,Studia Gram-
matica®“, Berlin. ®p. Haueur, Onvim meopemuueckoii uHmepnpemayuy CUHMaKCUUEcKot omo-
Humuu, B, 1964, 6.

? Wir sehen von den Fillen ab, wo die Doppeldeutigkeit des Satzes durch die
lexische Homonymie verursacht wird und formell als Sequenz der Morpheme dargestellt
werden kann, etwa wie im Satz von M. Bierwisch ,Horst du die Laute?“ M. Bier-
wisch, Grammatik des deutschen Verbs, Berlin, 1966, S. 16.
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Subjekt, als auch als Objekt der Tiefenstruktur des Satzes verstanden
werden kann, wie im Modell (3). Die intuitive Beobachtung, dass der
Satz zwei unterschiedliche Informationen enthiilt, kann man mit Hilfe
seiner strukturellen Analyse veranschaulichen. Bekanntlich werden solche
Satzstrukturen als Zusammenfallen passiver Transformen von zwei aktiven
Ausgangssitzen angesehen:

(3a) Peter erzihlt wviel.
(3b) Man erzihlt viel von Peter S.

Die Homonymie solcher passiven Konstruktionen kann unter zwei
Bedingungen zustandekommen: 1) wenn die Dativposition nach der Pri-
position von (Leerstelle nach G. Helbig) durch eine bestimmte Klasse der
Substantive besetzt ist, die imstande sind, als Subjekte und auch als
Objekte der Handlung aufzutreten (in erster Linie die Klasse der Lebe-
wesen), 2) wenn die grammatische Valenz des Verbs die pridpositionale
Rektion zuldsst, und zwar die Pridposition wvon (erzdhlen, sprechen, be-
richten, erwarten, abschreiben, befreien, annehmen usw.). Deshalb sind fol-
gende Satzmodelle als Homonyme zu bewerten:

(4) Die Stellungnahme wird von vielen erwartet®.

(5) Hr wird von diesem Menschen befreit.

(6) Die Ubung wurde von dem Studenten abgeschrieben.
(7) BEs wurde von thm angenommen, dass... USw.

Daraus ergibt sich, dass bei der Erzeugung solcherart passiver Sitze
folgende Selektionsbeschrinkung zu beriicksichtigen ist: Das syntaktische
Subjekt des Ausgangssatzes darf nicht durch ein Substantiv ausgedriickt
werden, das ein Lebewesen bezeichnet, wenn die Valenz. des Verbs die
Rektion ,yon + Dativ® zulasst. Durch diese Beschrankung ist zu erklaren,
dass die deutsche Grammatik die Passivtransformationen der Sitze fol-
gender Art ausschliesst 10:

(3a) Peter erzdhlt viel.

(4a) Viele erwarten die Stellungnahme.
(ba) Dieser Mensch befreit ihn.-

(6a) Der Student schreibt die Ubung ab.
(Ta) Br mimmt an, dass... usw.

8 Hier und weiter wird die engehende Behandlung des Transformationsverfahrens
nicht vorgenommen.

9 Dieser Satz ist dem Buch von M. Bierwisch entnommen ,,Grammatik des
deutschen Verbs“, Berlin, 1966, S. 5.

10 Selbstverstindlich kann man sich solche Kontextbedingungen vorstellen, die
die Homonymie solcher passiven Sitze vollig auflosen (etwa Die Stellungnahme des
Vorsitzenden wird von vielen erwartet). Auf die emgehende Betrachtung entsprechender
Kontextbedingungen wird hier verzichtet.
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oder entsprechend:
(83b) Man erzihlt viel von Peter.

(Tb) Man nimmi von thm an, dass...
(Vgl. zum Beispiel: ,,... er, Finek, war der einzige Mensch im Lazarett,
von dem man annahm, das...“ (H. Boll)).

Bei dem Verb sein anstelle des Verbs werden (in einer passiven
Konstruktion), wo nicht die Handlung selbst, sondern das Resultat der
Handlung hervorgehoben, und folglich auch das Subjekt der Handlung
ausser acht gelagssen wird, werden die won-Fiigungen nur eindeutig, als
Objekt der Handlung, empfunden. Vgl.:

Auf diese Weise wiirde er tagsiiber wenigstens von ihm befreit sein. (H. Boll)
Im mittleren der fiinf Fenster stand ein einzelner Mann, abgesondert von den
iibrigen. (F. Diirrenmatt) '

Andererseits sind die won-Figungen als Bezeichnung des Subjekts
zu verstehen bei den Verben, die keinen pripositionalen Kasus (von -
Dativ) regieren. Vgl:

...man war aber unvermeidlich doch auch, umringt von menschlicher Médiokritiit
und biirgerlichem Xroppzeug... (Th. Mann)

3.1.2. Als Homonyme erweisen sich dreigliedrige Passivkonstruk-
tionen, wenn die Préiposition von einen Dativ regiert, der sowohl das
Subjekt der Handlung, wie auch das Attribut zum Objekt der Handlung
ausdriicken kann. Zum Beispiel:

(8) Heute wird der Wagen von Karl gereinigi.

Strukturell ist dieses Satzmodell als ein Zusammenfallen der passiven
Transformen von zwei unterschiedlichen aktiven Sitzen darzustellen:

(8a) Heute reinigt Karl den Wagen.
(8b) Heute reinigt man den Wagen von Karl.

Die Selektionsbedingungen kommen aueh in diesem Fall in Betracht:
die Homonymie entsteht dann, wenn die Dativposition nach von durch
ein Substantiv besetzt wird, das ein Lebewesen bezeichnet und also als
Subjekt der Handlung oder auch als Besitzer des Objekts gelten kann.
Dadurch ist, unter anderem, zu erkliren, dass solche passive Satze entwe-
der vermieden werden (besonders mit Eigennamen) oder wird der pos-
sessive Dativ durch den Genitiv ersetzt. Vgl:

Draussen wurde der Wagen des Chefs gereinigt.  (H. Boll)
3.1.3. Die Homonymie ist in solchen Modellen der aktiven Sitze
zu verzeichnen, wo die Hierarchie der syntaktischen Beziehungen zwi-
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schen den Satzgliedern auf unterschiedliche Weise aufgefasst wird. Zum
Beispiel:

(9) Er kam mit dem Schreiber aus dem Nebenzimmer zuriick. (H. B6ll)

Dieser Satz kann in seiner Tiefenstruktur auf zweifache Weise in-
terpretiert werden. Die denotative Doppeldeutigkeit des Satzes wird durch
die transformationelle Analyse blossgelegt, und zwar kénnen dem Satz
zwei verschiedene Transformationsgeschichten zugeordnet werden:

1) Der Satz wird von folgenden zwei Kernsitzen abgeleitet:

(9a) HEr kam mit dem Schreiber zuriick. Der Schreiber war aus
dem Nebenzimmer.

Durch die Eliminierung des Verbs sein und durch die Einbettung
des ersten Satzes in den zweiten wird das Endresultat erzielt 1. In diesem
Fall wird die Oberflichenstruktur des Satzes so erklirt:

Er kam mit dem Schreiber aus dem Nebenzimmer
zuriick.

2) Der Satz wird von folgenden zwei Kernsitzen abgeleitet:

(9b) Er kam mit dem Schreiber zuriick. Er kam aus dem Neben-
zimmer zurvck.

Zum Endresultat kommen wir durch die Reduktion gleicher Teile (er kam
zuriick). :
In diesem Fall sieht die Oberflichenstruktur des Satzes so aus:

Er kam mit dem Schreiber aus dem Nebenzimmer uriick.

'3.2. Betrachten wir jetzt die Polysemie des Satzes vom Stand-
punkt der Satzstruktur aus: :

Die Satzmodelle (1) und (2) wurden als modal bzw. temporal viel-
“deutig bezeichnet. Es ist leicht zu sehen, dass die beiden Sitze strukturell
nur eindeutig zu interpretieren sind, und zwar als Kernsidtze. Das Satz-
‘modell

(10) Der Text ist zu iibersetzen,
wo der Modalwert sich entweder in der Bezeichnung der Moglichkeit
(Der Text ist leicht zu iibersetzen) oder in der Bezeichnung der Notwen-
digkeit (Der Tewt ist sofort zu iibersetzen) aussert, ist strukturell auch nur
eindeutig zu interpretieren und als Kernsatz darzustellen. Das Satzmodell
(11) Das Gepdick wird nachgebracht. —
kann durch unterschiedliche temporal-modale Bedeutungen charakteri-

1 Sieh Anmerkung 8.
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siert werden: a) die Feststellung in der Gegenwart oder b) die Auffor-
derung, wie es in folgendem Zitat der Fall ist:

»Das grosse Gepick wird nachgebracht, rief er den Trigern zu. (H. Boll)

Die Doppeldeutigkeit hingt auch hier nicht mit der Satzstruktur
zusammen, obwohl der Satz nicht als Kernsatz aufgefasst wird, sondern
auf einen Ausgangssatz zuriickzufiihren ist (Man bringt das Gepdck nach).
Die temporal-modale Doppeldeutigkeit wohnt schon dem Kernsatz inne.

Aus diesen Beispielen ist ersichtlich, dass die Polysemie schon dem
Kernsatz eigen sein kann und folglich mit der Tiefenstruktur des Satzes
nicht verbunden ist.

4. Mit angefiihrten Beispielen sind alle moglichen Fille der Satz-
homonymie und der Satzpolysemie bei weitem nicht erschopft. Sie liefern
nur einen Beweis dafiir, dass Homonymie und Polysemie des Satzes als
reale Tatsachen existieren und streng zu unterscheiden sind. Aus dem
Gesagten lisst sich der Unterschied zwischen der Homonymie und der
Polysemie des Satzes jetzt so formulieren (vrgl. die Definition 8. 138):

Die Homonymie des Satzes ist die Doppeldeutigkeit der Satz-
struktur, die zur Folge die denotative Doppeldeutigkeit hat. Die Poly-
semie ist die modale bzw. temporale Doppeldeutigkeit (oder Vieldeutig-
keit), die von der Satzstruktur nicht abhingig ist12.

4.1. Ausgehend von der Zeichentheorie, kann man jetzt den Unter-
schied zwischen der Satzhomonymie und der Satzpolysemie folgender-
weise erldutern:

a) Da der Kernsatz als Zeichen aufgefasst wird, kann die Homo-
nymie dem Kernsatz nicht eigen gein, sonst zerfillt das einheitliche Zeichen
in zwei Bezeichneten. Die temporale und modale Charakteristik des
Satzes aber sind Merkmale eines aktualisierten, und nicht eines virtualen
Zeichens (massgebend ist der Moment des Sprechens und die Einstellung
des Sprechenden), sind folglich die Angelegenheiten der Syntagmatik
und treten nur in der Rede auf. Also, wir diirfen hier nur von der Poly-
semie Sprechen. ‘

b) Es wurde vorausgeschickt, dass alle abgeleiteten Sitze Kom-
binationen von Zeichen sind. Sie haben daher keinen bestimmten, ihnen
eigenen Ausdrucksplan, sondern bekommen jeweils eine neue Form, die

2 Die Satzpolysemie wird unter anderem durch die Vieldeutigkeit einer morpho-
logischer Form (zum Beispiel, der Zeitform) erzeugt. Es muss aber in Betracht gezogen
werden, dass die Vieldeutigkeit nicht jeder morphologischer Form fiir die Bedeutung
des ganzen Satzes relevant ist, sondern nur die Vieldeutigkeit einer modalen oder einer
temporalen Form. So, zum Beispiel, kann die Doppeldeutigkeit eines adjektivischen
Komparativs (die dltere Schwester — eine dltere Dame) die Semantik des ganzen Satzes
nicht beeinflussen, denn im Satzkontext wird die Doppeldeutigkeit dieser Form neutra-
lisiert.
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aus der Kombination verschiedener Zeichen generiert wird. Deshalb ist.
es an sich moéglich, dass zwei Kombinationen, die verschiedene Inhalte-
haben, in ihrer Ausdrucksform zuféillig zusammenfallen. Auf solche:
Weise entsteht die Homonymie auf der syntaktischen Ebene.

4.2. Aus der Analyse der angefiihrten Satzmodelle lassen sich prakti--
sche Konsequenzen ziehen: :

Die polysemantischen Sitze, obwohl sie in ihrer Zeitbezogenheit
oder in ihrem Modalwert vieldeutig sind, sind grammatisch richtige Sitze,.
an deren Struktur nichts auszusetzen ist. Unter Beriicksichtigung ihrer-
eventuellen Polysemie diirfen sie in einem bestimmten Kontext mit vollem.
Recht gebraucht werden.

Dagegen zeugen die in 3.1.1., 3.1.2. und 3.1.3. behandelten Fille:
davon, dass die Homonymie elgenthch in der Satzstruktur liegt und als.
eine gewisse Mangelhaftigkeit des syntaktischen Satzbaus einzuschitzen
ist, die den Mitteilungswert des Satzes beeintrichtigt. Das besagt, dass.
solche Sitze vermieden werden sollen, um der Doppeldeutigkeit und dem
Missverstdndnis im geschriebenen Text und im Gesprich vorzubeugen 3,

Eine eingehende Untersuchung der Satzhomonymie wiirde als
praktisches Resultat eine ganze Reihe von Regeln haben, die in die Gram-
matik aufgenommen werden und sowohl fiir den Muttersprachler, als
auch fiir den deutschstudierenden Auslinder Geltung haben kénnten..

13 Ausnahmen bilden natiirlich Fille, wenn die Doppeldeutigkeit des S;aJtzes den
stilistischen Zwecken dient.
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ADAM WEINSBERG
Okoliczniki miejsca a przedrostki przestrzenne

1. Wszelkie relacje przestrzenne to oczywiécie relacje miedzy jakim§
elementem lokalizowanym a jakim§ wycinkiem przestrzeni (nazwijmy
g0 ,,obszarem“). Tak np. w treseci zdania samolot leci nad dzunglg elementem
lokalizowanym jest samolot lub jego lot (obie interpretacje wydaja mi sie
dopuszezalne). Natomiast obszarem jest wycinek przestrzeni, znajdujacy
sie nad dzungla, czyli polozony wyzej niz dzungla i nie dotykajacy jej
bezpofrednio.

Obszar (w tym wypadku obszar nad dzungla) z reguly nie jest ko-
munikowany jako niezanalizowana calo§é. Na informacje o nim skladaja
sie zazwyczaj dwa rodzaje danych. Po pierwsze komunikowana jest wia-
domo§é o tym, jaki obiekt stuzy méwigcemu do wyznaezenia obszaru.
Obiekt ten nazywaé bede dalej lokalizatorem; w naszym przykladzie jest
nim dzungla, nad ktérg leci samolot. Drugi za$ sktadnik informacji o obsza-
rze dotyczy relacji miedzy tym obszarem a samym lokalizatorem. W na-
szym przykladzie relacja ta polega na tym, Ze obszar znajduje si¢ nad
dzungla, a nie np. w dzungli. Relacje, o ktérej tu mowa, czyli relacje
miedzy obszarem a lokalizatorem, bede dalej nazywal sgsiedztwem. Relacja
ta moze oczywiscie byé bardzo rozmaita: obszar moze sie znajdowaé¢ na
lokalizatorze, nad nim, pod nim, przy nim itd., itd. Systemy kategorii
sasiedztwa sa ponadto rézne w réznych jezykach. Tak np. systemowi pol-
skiemu obce jest znaczenie ogélnikowej bliskos§eci, wlasciwe np. w san-
skrycie miejscownikowi bez przyimka. Sanskryckie np. varini, miejscownik
od vari “woda’, znaczy zaréwno ‘w wodzie’, jak i ‘na wodzie’, ‘nad wodg’ itd.
Jak zobaczymy, znaczenie to, choé nie da sie wyrazi¢ zadnym z polskich
przyimkow, wechodzi jednak w sklad treSei niektérych polskich przed-
rostkow.

Informacja 0 obszarze nie wyczerpuje chyba nigdy calej tresei okolicz-
nika miejsca. W sklad tej tresci wehodzi chyba zawsze réwniez wiadomogé
o kierunku ruchu, czyli o tym, 'jak zachowuje sie w miare uplywu
czasu relacja miedzy elementem lokalizowanym a obszarem. Jak od dawna

Biuletyn Pol. Tow. Jez. z. XXVIII 10
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wiadomo, czlonami kategorii kierunku 83: znaczenie lokatywne (odpowia-
dajace pytaniu gdzie?), adlatywne (dokqd?), ablatywne (skqd?) i perla-
tywne (ktdredy?). :

~ Zgodnie z tym opozycje znaczeniowe miedzy .okolicznikami miejsca
ukladaja sie niejako w trzy gléwne warstwy; kazda nastepna z tych
warstw pozostaje w coraz bardziej pofrednim stosunku do lokalizatora.
Sg to, warstwy nastepujace: .

a) réznice samego lokalizatora (np. samolot leci nad dzunglg wobec
samolot leci mad miastem);

b) réznice sasiedztwa (np. samolot leci nad diungle wobec samolot
leci wzdtuz déungli);

¢) roznice kierunku (np. samolot leci nad diungla wobec samolot leci
nad déungle i wobec samolot leci znad déungli).

2. Okoliczniki miejsca komunikuja czlony powyzszych opozycji
W rézny sposéb.

Okoliczniki rzeczownikowe, takie jak w przytoczonych przykla-
dach, przekazuja w sposob bezposredni zar6wno informacje o lokaliza-
torze, jak i o rodzaju sasiedztwa i o kierunku ruchu.

Drugim typem okolicznikéw miejsca sg okoliczniki przysiéow-
kowe, takie jak np. wewnqtrz w zdaniu list byl wewnqirz. Komunikuja one
bezpofrednio kierunek ruchu (w tym wypadku ruch zerowy, czyli loka-
tywnogé); rowniez bezposrednio zostaje zakomunikowany rodzaj sasiedztwa
(a mianowicie wewnaqtrz znaczy, ze lokalizator otaczal obszar ze wszystkich
stron). Natomiast to, jaki to byl lokalizator (ze byla nim np. koperta),
nie zostaje przez przysiowek zakomunikowane bezposrednio, lecz tylko
posrednio, a mianowicie deiktycznie przez odestanie shuchacza do kon-
tekstu lub do sytuacji.

Wreszcie trzeci typ okolicznika miejsca to przystéwek zaimkowy,
taki jak np. tamtedy w zdaniu nie chodé tamiedy. Komunikuje on bezpo-
§rednio tylko kierunek ruchu — w tym wypadku ruch perlatywny. Na-
tomiast cata informacja o obszarze, przez ktéry ten ruch mialby si¢ od-
bywaé, zostaje zakomunikowana tylko deiktycznie: przez odeslanie do
kontekstu lub sytuacji. Odnosi sie to przy tym do obszaru jako caloSei,
nie rozezlonkowanego na lokalizator i sgsiedztwo.

W calogei wiee sklad znaczeniowy polskich okolicznikéw. miejsca
przedstawia si¢ nastepujaco: :
okoliczniki komunikuja: lokalizator sgsiedztwo  kierunek

rzeczownikowe bezpofrednio bezpogrednio bezposrednio
przystowkowe ' deiktycznie | bezposrednio bezposrednio
przystéwkowo- deiktycznie  deiktycznie | bezpoSrednio

zaimkowe
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3. Zachodzi z kolei pytanie, jak przedstawia si¢ technika przekazy-
wania tychze informacji przez inne, prostsze formalnie wykladniki miejsca,
a mianowicie przez afiksy czasownikowe w rodzaju polskich przedrostkow.

Ot6z wydaje sie, ze przedrostki te mozna pod tym wzgledem podzie-
lié réwniez na trzy typy, i to odpowiadajace typom okolicznikéw.

Pierwszy typ polskich prewerbiéw o znaczeniu przestrzennym odpo-
wiada, moim zdaniem, okolicznikom typu przysléwkowego. Przedrostki
tego typu, podobnie jak przystéwki w rodzaju wewnairz czy dookota, na-
zywaja wyraznie kierunek ruchu i rodzaj sasiedztwa, natomiast lokali-
zator komunikuja tylko z pomoca kontekstu lub sytuacji.

Do tego typu zaliczylbym m. in. przedrostki w- w znaczeniu ‘do
wnetrza’ w takich czasownikach, jak np. wjesdéaé obok jechaé (powiedzmy
w zdaniu samochdd wjesdia i brama zamyke sie¢ za wim). Bezposrednio
zakomunikowany przez przedrostek w- jest tu ruch ku jakiemus obszarowi
i to, ze obszar ten mieci sie wewnatrz jakiego§ lokalizatora; ze natomiast
lokalizatorem tym jest np. garaz, tego stuchacz dowiaduje si¢ tylko z kon-
tekstu lub sytuacji.

Do przedrostkéw typu przystéwkowego zaliczylbym réwniez prefiks
wy- W znaczeniu ‘na zewnatrz’. Jesli np. styszymy, ze zatopiony statek
wyciggnigto, to dowiadujemy sie bezposrednio, iz ciggngc przemieszczono
go skaqd$ i to 2 wnetrza czego$; ze natomiast tym czyms bylo np. jezioro
Nemi we Wiloszech, o tym odbiorce komunikatu moze pouczyé tylko
kontekst lub sytuacja.

Podobnie chyba przedstawia sie sklad semantyczny przedrostka pod-
w znaczeniu ‘zblizajac si¢ na bardzo niewielka odleglo§é’ (podchodzié
obok i8¢, podjeidéaé obok jechaé, podplywaé obok plynaé itd.) oraz przed-
rostka od- w znaczeniu ‘oddalajac (lub oddalajac sie) z pobliza’ (odciqgac
obok ciagnaé, odskakiwaé obok skakaé, odrywaé obok rwaé itd.).

4. Drugi typ przedrostka o znaczeniu przestrzennym odpowiada
okolicznikom zaimkowo-przysiéwkowym typu stamiqd. Przedrostki takie
komunikujg bezpofrednio tylko kierunek ruchu; natomiast o obszarze
informuja tylko po$rednio, przez odwolanie si¢ do sytuacji lub do kon-
tekstu.

Do tego typu nalezy przedrostek przestrzenny prze-, np. w czasowni-
kach przechodzi¢ obok iS¢, przenosi¢ obok niesé, przeprowadzaé obok pro-
wadzié itd. Przedrostek ten komunikuje bezpofrednio tylko ruch perla-
tywny, czyli ruch ,ktéredys“. Ktéredy mianowicie ten ruch si¢ odbywa,
tego stuchacz sie tylko domysla: jesli styszy, ze kto§ ledwo si¢ przesliznat,
to kontekst lub sytuacja dopowiada mu, czy prze§liznal sie przez coé,
migdzy czyms, kolo czegos czy pod czymé (czyli jaki byl rodzaj sasiedztwa)
i pod ezym mianowicie (czyli jaki byl lokalizator).

Do tego samego zaimkowo-przystowkowego typu zaliczytbym przed-

10*
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rostek do-. Abstrahuje tu od jego znaczenia nieprzestrzennego, ktérym
jest znaczenie doprowadzania czynnosci do koneca; interesuje mnie tu tylko
znaczenie przestrzenne. Ot6z jedynym jego elementem przekazywanym
bezposrednio jest znaczenie ruchu adlatywnego, ruchu ,dokad$“; dokad
mianowicie, czyli na jaki obszar, sgsiadujacy tak czy inaczej z takim czy
innym lokalizatorem, tego sluchacz tylko sie domy§la, ezytajac np., ze
2 pieédziesigciu uczestnikow rajdu dojechato tylko dwdch.

5. Wydaje sie wreszcie, ze i trzeci typ okolicznikéw miejsca, a mia-
nowicie typ rzeczownikowy, ma odpowiedniki w§réd przedrostkéw o zna-
czeniu przestrzennym. Innymi slowy, wydaje sie, ze niektére z tych przed-
rostkéw komunikuja w sposéb bezposredni, a nie deiktyczny, zaré6wno
kierunek, jak réwniez sgsiedztwo i lokalizator. .

Tu nalezy, moim zdaniem, np. przedrostek przy- w takich czasowni-
kach, jak przychodzié obok i$é, przymosi¢ obok niesé, przywozié obok
wiezé itd. Kierunek jest tu wyraznie adlatywny, podobnie jak w wielu
innych przedrostkach. Natomiast charakterystyczny dla przedrostka przy-
jest komunikowany przez niego lokalizator. Jest nim, moim zdaniem,
zawsze jaka$§ osoba, znajdujaca si¢ na docelowym obszarze danego ruchu
adlatywnego i zainteresowana realizacjg tego ruchu. Tak np. kiedy
mowimy przynies jutro ksiqéke ma cwiczenia, wtedy przedrostek przy-
komunikuje czyje§ zainteresowanie tym, by ksiazka znalazla sie na éwi-
czeniach; tego elementu zainteresowania brak w znaczeniu zdania zanies
Jutro ksiqzke ma ¢wiczenia. Osobg zainteresowang niekoniecznie musi byé
sam moéwiagcy; mozemy np. powiedzieé przynies jutro ksiqéke na cwiczenia,
bo mmie tam wie bedzie, a Janek ma mieé referat o tej ksiqice. Wreszeie
przedrostek przy- komunikuje, moim zdaniem, réwniez sasiedztwo doce-
lowego obszaru ruchu z lokalizatorem (w tym wypadku z Jankiem),
z tym ze sasiedztwo to polega tylko na ogdlnikowej bliskofei, podobnie
jak w okolieznikach wyrazanych locatiwem bez przyimka (np. w san-
skrycie).

Do tego samego ,rzeczownikowego® typu zaliczylbym przedrostek
nad- w zdaniach typu pociag nadjechat z hukiem wobec pociag przyjechat
2 hukiem. Wydaje sie, ze przedrostek nad- komunikuje tutaj, iz na obszarze
docelowym ruchu (w tym wypadku na dworcu) znajduja sie osoba obser-
wujaca kolejne stadia ruchu adlatywnego; obecnosé takiego obser-
watora nie jest natomiast komunikowana w zdaniu pocigg przyjechal
2 hukiem. Co do sasiedztwa, to i w tym wypadku polega ono na ogélni-
kowej bliskosei.

Do typu odpowiadajacego okolicznikom rzeczownikowym zaliczyl-
bym réwniez przedrostek z- w znaczeniu ‘z géry na do¥, np. w zdaniu
woda $cieka waskim strumykiem wobec woda cieknie waskim strumykiem.
Przedrostek z- komunikuje tutaj, ze obszar (w tym wypadku obszar wyj-
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§ciowy) znajduje sie wyzej od celu ruchu. Inaczej méwige, lokalizatorem
jest cel ruchu, a sasiedztwo obszaru wyjsciowego z tym celem polega na
tym, ze obszar wyjsSciowy znajduje sie wyzej.

Wreszeie do typu rzeczownikowego zaliczylbym jeszeze dwa przed-
rostki: roz- i jego przeciwienstwo z-, np. w zdaniach tlum si¢ rozbiega
i thum si¢ zbiega obok tlum biegnie. Osobliwoscia tych przedrostkéw jest
moim zdaniem to, Zze komunikuja one, obok lokalizatora, sasiedztwa
i kierunku, takze pewne dane o elemencie lokalizowanym. WeZmy np. zda-
nie ttum sig rozbiega obok tum biegnie. Wydaje sie, ze w pierwszym zdaniu
przedrostek roz- komunikuje, iz wskutek ruchu poszczegdélne czastki
thumu (czyli poszezegolni ludzie) znajduja sie dalej od siebie niz przed
rozpoczeciem ruchu. Mozna by wige powiedzied, ze ruch jest tu abla-
tywny. Elementem lokalizowanym bylby jednak nie caly ttum, lecz jego
poszezegélne ezastki, a obszarem bylyby wszystkie czastki pozostale.
Sasiedztwo polegatoby na bliskosei. W zdaniu tlum si¢ zbiega sytuacja
jest oczywiscie odwrotna.

Okazuje si¢ zatem, ze naszkicowang wyzej tabele znaczen okolicz-
nik6w miejsca mozna by bylo w nastepujacy sposéb uzupenié znacze-
niami przedrostkéw:

okoliczniki komunikuja: lokalizator sgsiedztwo kierunek

1. rzeczownikowe bezposrednio bezposrednio bezposrednio

2. przystowkowe deiktycznie | bezpofrednio bezposrednio

3. przystowkowo- deiktycznie  deiktycznie | bezposrednio
zaimkowe

podobnie jak przedrostki
1. przy-, nad-, roz-, z-
2. w-, wy-, pod-
3. prze-, do-

6. Podkreélajac wzajemne odpowiednio$ci miedzy okolicznikami
miejsca a przedrostkami nie chee bynajmniej twierdzié, ze znaczenie
polskich przedrostkow przestrzennych da si¢ w calo$ci sprowadzié¢ do zna-
czenia okolicznikéw. Przeciwnie: wydaje sie, ze w sklad znaczenia wszyst-
kich polskich przedrostkéw przestrzennych wchodzi pewien element,
ktérego nie komunikuje zaden polski przyimek. Elementem tym jest
znaczenie przekraczania granicy obszaru, czyli — nazwijmy je tak
krétko — znaczenie translimitacji.

I tak w wypadku ruchu adlatywnego wszelki przedrostek prze-
strzenny przynosi informaeje o tym, ze w toku tego ruchu granica obszaru
zostala przekroczona w kierunku do§rodkowym. Tak jest np. w zdaniach
zmeczony storicem plasowicz wehodzi pod parasol lub dzieci przybieglty
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do szkoly. Natomiast brak przedrostka przestrzennego komunikuje raczej
to, ze ruch adlatywny znajduje sie jeszcze w fazie poprzedzajacej przekro-
czenie granicy obszaru: zmeczony stoncem platowicz idzie pod parasol,
dzieci pobiegly do szkoly (po- nie jest przedrostklem przestrzennym, tylko
aspektowym).

Jes§li natomiast komunikowany ruch jest ruchem ablatywnym, to
sytuacja jest odwrotna; przedrostek przestrzenny komunikuje przekro-
czenie granicy obszaru Ww kierunku odfrodkowym: spragniony slonca
plagowicz wychodzi spod parasola, dzieci rozbiegajq sie ze szkoly. Brak
przedrostka przestrzennego w takich zdaniach informuje chyba o tym, ze
granica obszaru wyjsciowego zostala przekroczona juz poprzednio: sprag-
niony stotica plasowicz idzie spod parasola, dzieci biegnaq ze szkoly.

Wreszeie zdarzyé sie moze, iz zdanie komunikuje ruch perlatywny.
Wtedy przedrostek przestrzenny oznacza przekroczenie granicy obszaru
najpierw w kierunku dog§rodkowym, a potem po raz drugi w od§rodkowymi.
Takie jest np. znaczenie przedrostka prze- w zdaniu pasterz przepedza
bydlo przez las. Natomiast brak przedrostka przestrzennego (pasterz pedzi
bydlo przez las) komunikuje raczej, ze czynno§é odbywa sie w obrebie
granic obszaru.

PHRASES AND PREFIXES OF PLACE

Summary

The information conveyed by a qualifying phrase of place (such as above the
jungle in the sentence The plane is flying above the jungle) can, in principle, be analyzed
into at least three layers of data, concerning respectively: 1. the nature of the object
helping to determine the place (the landmark — here, the jungle), 2. the geometrical
relation (type of neighbourhood, here signalled by above as opposed to along etc.) borne
to this landmark by the tract of space in question (the area), and.3. the behaviour of
the distance between the element located (here, the plane or its flight) and the area;
in our case, above, as opposed to from above, describes the distance as not relevantly
increasing.

In Polish there are three formal types of phrases of place: I. nouns with pre-
positions (such as nad déungla above the jungle) or in the instrumental case (lasem
from las ‘forest’ in idzie lasem ‘is going through the forest’), IT. adverbs proper (such as
wewnqtrz ‘inside’, and III. adverbial substitutes (such as tutaj ‘here’, stqd ‘hence’).

Phrases of type I explicitly name all three essential elements of the spatial re-
lation: landmark, neighbourhood, and behaviour of the distance. Adverbs proper (type 11,
e.g. wewnqgtrz ‘inside’), instead of naming the landmark, only point to it by referring
the listener to the context or situation, while they explicitly state the type of neigh-
bourhood (in our case, an ,inner* one) and the behaviour of the distance (in our case,
unchanging). Finally, adverbial substitutes (type III, e.g. stad ‘hence’) are explicit
about the behaviour of the distance only, while being merely deictic as to the area,
which is not even analyzed into landmark and neighbourhood.
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A spatial relation can sometimes also be indicated in Polish by means of a verbal
prefix, such ‘as wy- in wyskoczyé ‘jump out’ in view of skoczyé ‘jump’. In the paper an
attempt is made at showing that these prefixes, just as the phrases of place, can be
classified into the above-listed semantic (though not formal) types I—III according
to the share of nomination and deixis contained in their meaning.

There is, however, a difference in Polish between the spatial meaning of a phrase
and that of a prefix. It regards the behaviour of the distance. Some kinds of phrases
indicate unchanging distance (i.e., roughly speaking, rest), others a changing one
(i.e. motion), while a prefix always signals the latter, joined, moreover, with crossing
at some point the border of the area.
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PAWEZL SIGALOW

Niektore zagadnienia analizy morfemowej i slowotworczej

Pomimo olbrzymiego zainteresowania jezykoznawcéw ogdlnymi
i szezegblowymi zagadnieniami slowotworstwa nie ma dotychezas jedno-
my§lno§ei w rozumieniu podstawowych probleméw stowotworstwa. Réznie
objasniane jest pochodzenie przyrostkéw, nie ma S$cistych zasad rozgrani-
czania polisemii i homonimii formantéw, niejednoznacznie oceniana jest
rola podstawy wyjsciowe]j i formantu w ksztaltowaniu sie stowotwoérezego
znaczenia wyrazu pochodnego, wyglaszane sa wykluczajace sie nawza-
jem poglady o stosunku znaczenia slowotwoéreczego do znaczenia pojedyn-
czego wyrazu pochodnego. Przytoczymy jedynie dwa przyklady $wiad-
czace o takim wlagnie stanie slowotworstwa. I. I. Kowalyk omawiajac
znaczenie formacji z przyrostkiem -ens we wspoélezesnym jezyku ukrain-
skim wyrdéznia nastepujace klasy wyrazow: agentywne, atrybutywne,
narodowe i terytorialne, ideologiczne, spoleczne. ,Ten sam sufiks
(podkreglenie moje — P. 8.) — pisze autor — wystepuje jeszcze w for-
mach zdrobniatych rzeczownikéw (piems)”’!. Nie ulega watpliwoesei,
ze mamy tutaj do czynienia z dwoma homonimicznymi (w jezyku wspo6l-
czesnym) przyrostkami: ze znaczeniem osoby i ze zdrobnialym znacze-
niem. Nastepnie, gdy I. I. Kowalyk méwi o homonimii sufiksalnej, wy-
dziela za W. Winogradowem trzy sufiksy -uma: 1. o znaczeniu plei zenskiej:
T0S. BOJIYMIA, (enpaepuna; 2. 0 znaczeniu deminutywnym: BopaMIIa, 3eMJIMLA;
3. ze znaczeniem abstrakeyjnym: ros. Gesmenuma, Gesskycuna. Dodaje on
do tego jeszeze czwarty sufiks -uma, przy pomocy ktérego tworzone sa
nazwy ,konkretnych przedmiotéw niezywotnych” typu ros. momuna,
CKPHMIIMIIA, JIOXKHIA, yiuua, ukr. Byauna, notwna 2. Nie mowige juz o tym, ze
przytaczane wyrazy rosyjskie — oprocz ynuna nie nalezg do jezyka wspol-
czesnego, nie daja si¢ one (razem ze stowem ynuma) podzielié z punktu
widzenia slowotworstwa synchronicznego i w analizie morfemowej, a dia-
chronicznie zawieraja one ten sam sufiks deminutywny (wskazuje na to

1 I. I. KoBanuk, Buenna npo caosomsip, sun. 2, JIsiB 1961, c 8.
* Tbidem, 8. 8—9.
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.obocznogé sufikséw deminutywnych -mH-||-K-: momina — II0JIKa, CKPUIIMIA —
CKDHITKA, JIOYKHIA — JIOMKKA).

B. Kreja nie wyrézniajac homonimii i polisemii formantu, wychodzae
jednak od pojecia wielofunkeyjnofci, uwaza, ze taka lub inna funkeja
formantu zalezy od znaczenia podstawy stowotworezej. , W formacjach
takich, jak mlocka, orka, sprzeczka, ucieczka, zbidrka, 2wézka itd. sufiks -ka
tworzy nazwy czynnofci, w formacjach takich, jak akiorka, chlopka,
poetka, sqsiadka, studentka itd. sufiks -ka tworzy nazwy zedskodci. To, ze
ten sam sufiks (podkre§lenie moje — P. 8.) -ka tworzy raz nazwy czyn-
nofei, a raz nazwy zenskosci, zalezy przede wszystkim od charakteru pod-
stawy slowotwérezej: w pierwszym wypadku bedzie to czasownik...,
w drugim wypadku bedzie to rzeczownik meskoosobowy’’ 2. Czy nie byloby
stuszniejsze zalozyé tu istnienie dwoch sufikséw homonimicznych, ktérych
znaczenie umozliwia powiazanie ich z ta lub inng podstawa. Mowige o zna-
«czeniu formacji z przyrostkiem -ina w jezyku polskim B. Kreja wymienia
jego funkcje ekspresywna (babina, chlopina, miescina), zbiorowy (gdy
wyrazy utworzone zostaly na przyklad od nazw drzew). A nastepnie pisze:

. nazwy takie, jak baranina (: baran), cielgcma (: ciele), gesina (: ges) itd.
me oznacza]a nazw ekspresywnych, lecz nazwy mies czy pieczeni. Jedynie
w wypadkach, gdy w podstawie formacji na -ina tkwi nazwa zwierzecia
niejadalnego, formacja nabiera znaczenia ekspresywnego, np.: psina (:pies),
‘ptaszyna (: ptak) itd.” ¢+ W takim jednak wypadku nie jest zrozumiale,
dlaczego wyraz psina (por. ros. mcuma) utworzony od nazwy zwierzecia
niejadalnego moze obok znaczenia ekspresywnego oznacza¢ réwniez
mieso odpowiedniego zwierzecia. A tak przeciez jest w jezykach polskim
i rosyjskim. O tym, ze mamy tu do czynienia nie z homonimig wyrazow,
lecz z homonimig typéw slowotwoérezych, Swiadezy, np. ros. yegoBeunHa
‘mieso czlowieka’ wilasnie jako ,jadalne” i ekspresywne uenoBeunHa
(np. A oma, Gpar, MEpEKUIA YKU3HD TOXKE HEJIEIKYIO. Ho 3aro u ueloBeuynHa
u3 uee nosyumiacs —@. I'nagxos, Suepeus). Dlatego chyba stuszniej jest w je-
zyku wspolezesnym wyrézniaé dwa homonimiczne przyrostki — przyrostek
ekspresywny i przyrostek oznaczajacy rodzaj miesa, niz dwa znaczenia
jednego przyrostka. Nie mowi si¢ zazwyczaj o polisemii fleksji, nie wskazuje
si¢ np., ze W jezyku rosyjskim -u1 moze posiada¢ dwa znaczenia — moze
oznaczaé mianownik liczby mnogiej (ros. crosmstr) lub dopeiniacz liczby
pojedynczej (>xenpr) w zaleznofei od typu deklinacji rzeczownika podsta-
wowego. A dla przedrostkéw i przyrostkéw nierozréznianie polisemii
i homonimii jest zjawiskiem normalnym. Scisle rozgraniczenie zjawisk
jest tutaj oczywitcie bardzo trudne. Lecz taksy samg sytuacje znajdujemy

3 B. Kreja, O funkeyjnej jednoznaczmoéei tew. formamtéw wieloznacznych. Z pol-
skich studiéw slawistycenych, S. 3. Jezykoznawstwo, Warszawa 1968, s. 17.
+ B. Kreja, op. cit., 8. 18.
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i w leksemach, ale problem polisemii i homonimii w leksykologii przez to
nie przestaje istnieé.

Powazne rozbiezno$ci miedzy jezykoznawcami dotycza takze za-
gadnien ogélniejszych. Kontynuowane sg spory o stosunku wzajemnym
slowotwoérstwa historycznego i synchronicznego, o prawie tego ostatniego
do istnienia, 6 miejsce analizy slowotwoércezej i morfemowej. W zwiazku z za-
gadnieniem pierwszym — stowotworstwo historyezne i synchroniczne —
przeciwstawiane sa dwa poglady. Poglad pierwszy (reprezentuje go konse-
kwentnie jezykoznawea czeski M. Dokulil) méwi o dwéch mozliwosciach
naukowego podejscia do slowotworstwa: podejseiu genetycznym i funkejo-
nalno-strukturalnym. Zwolennicy pogladu drugiego uznaja stowotworstwo
genetyczne za jedyng metode naukowa, R. Grzegorczykowa i J. Puzynina
w artykule, ktory, co prawda, ukazal si¢ przed dziesieciu laty, piszg:
LSlowotworstwo rozumiane jako nauka o budowie wyrazoéw, to znaczy
0 rzeczywistym sposobie ich utworzenia, moze by¢ tylko genetyczne i po-
jecia derywacji nie mozna w nim zastepowaé pojeciem motywacji. Za-,
sadniczym celem slowotworstwa jest wykrycie stosunku derywacyjnego
miedzy wyrazami. Pojecie derywacji nie miedci sie w planie czystej syn-
chronii (Saussurowska of jednoczesnosci), zawiera w sobie moment na-
stepstwa, diachronii. Stad synchroniczno§é jest w slowotwoérstwie nie do
przyjecia, jego opisowos§é moze polegaé tylko na ograniczeniu zakresu
badanego materiatu, nie na odrebnosci metody analizy, ktéra musi zostaé
genetyczng’ °.

Stowotworstwo jest rzeczywiscie dziedzing, w ktérej rozgraniczenie
synchronii i diachronii napotyka na szczegélne trudnofei, lecz to jedynie
komplikuje problem, ale go nie usuwa. Sprowadzenie slowotworstwa je-
dynie do slowotworstwa historycznego pozostawia z jednej strony poza
zasiegiem obserwacji szereg waznych zagadnien, z drugiej za$ strony
prowadzi do nierozrézniania obecnego i dawniejszego stanu jezyka. Por.
np. wydzielenie we wspoétezesnym jezyku polskim przyrostka -wa w wy-
razie mowa, -n W wyrazie sen, -s w wyrazie glos, -oga W trwoga, -ura
w bedura ¢, Zilustrujemy te roznice dwoma przykladami: wyrazy z for-
mantem -mx (a) w jezyku rosyjskim posiadaja nastepujace znaczenia: 1. syn-
gulatywne: ropommsa, sxeMuy’kuHa; 2. osoby pojedynczej: MOP/IBUH, TaTapuH,
KPEeCThsIHMH; 3. mieso: GapaHuna, CBMHMHA; 4. ekspresywne: 4yejIoBEYMHa, TICHHA;
5. przymiotnikowe: xypuus1ii, rycussiit, Przy rozgraniczeniu polisemii i homo-
nimii tego przyrostka podejécie synchroniczne i diachroniczne moze sig
nie pokryé. W jezyku wspélczesnym sa to przyrostki homonimiczne:

5 R. Grzegorezykowa i J. Puzynina, Z zagadniei stowotwérstwa synchrowicz-

nego, Poradnik Jezykowy, Warszawa 1959, z. 6—7, s. 250.
¢ W. Doroszewski, Kategorie slowotwdrcze. Studia i szkice jezykoznawcze, War-

szawa 1962, s. 211—212.
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syngulatywny, ekspresywny, oznaczajacy rodzaj miesa i przyrostek przy-
miotnikowy. Z historyeznego punktu widzenia stosunek ten moze byé
inny i zadanie historyka polega na przefledzeniu, o ile jest to mozliwe,
rozwoju znaczenia jednoznacznego przyrostka lub réwnoleglego rozwoju
przyrostkéw-homonimow.
Stosunek wzajemny podstawy slowotwoérezej i formantu inny bedzie
z punktu widzenia slowotwoérstwa genetyeznego, a inny — przy podejiciu
synchronicznym. Przy powstawaniu nowyeh znaczen formantu decydujaca
role odgrywa podstawa slowotwoéreza. Przekonywajaco ilustruje to
W. Smiech przy charakterystyce nowopowstajacych znaczen przed-
rostka od- w jezyku polskim *. Por. rowniez znaczenie sufiksu -any- (-ony-)
w jezyku rosyjskim majacego pierwotnie tylko znaczenie jednokrotnoSeci
(por. zachowanie tego znaczenia W wyrazach KamsaHyTs, pBaHyTb); sufiks
ten pod wpltywem czasownikéw z jezyka potoeznego o znaczeniu gwaltownej
czynnofei fizycznej otrzymal dodatkowe znaczenie: czynno§é wykonana
raptownie, z silg 8. Przy podej$ciu synchronieznym stosunek podstawy
stowotwobrezej i formantu wyglada inaczej: w tym wypadku ta lub inna
podstawa stowotwoéreza wehodzi do pewnej klasy, ktorej wskaznikiem jest
formant o okre§lonym znaeczeniu. Innymi slowy nowe wyrazy powstaja
juz analogicznie, dziala tutaj mechanizm danego typu stowotworczego.
Ujecie synchroniczne okazuje sie w tym wypadku zupelnie rézne od
ujecia diachronicznego, wymaga to wiec ich wyrdznienia w slowo-
tworstwie.
Drugi przyklad: w jezykach slowianskich istnieje przyrostek cza-
sownikowy -n-, przy pomocy ktérego urabiane sg formy czasownikéw
~ dwoch typbéw: 1. tzw. inchoativa (pol. schngé — Tos. coxuyts, pol. gluchnaé —
T0oS. TIOXHYTh); 2. czasowniki jednokrotne (krzyknaé — KpuxHyTSH, gWizd-
nqé — cBucTHyTh). W jezyku wspdlezesnym sa to przyrostki homonimiczne
(chociaz podejmowano préby potaczenia ich znaczen): utworzone s83 one
od réznych podstaw: pierwsze od podstaw nominatywnyeh, drugie —
od czasownikowych, réznig si¢ one pod wzgledem semantyki, aspektu,
pod wzgledem stopnia produktywnosci oraz ze wzgledu na obecno$é lub
brak formantu w formach innych niz presens. Historyk moze zalozyé tutaj
dwie mozliwo§ci: albo réznicowanie si¢ poczatkowo jednolitego typu, albo
ich rézne pochodzenie. G. K. Uljanow na przyklad zakladal to pierwsze °.

* W. Smiech, Ksetaltowanie si¢ funkeyj semantycenych czasownikowego przed-
rostka od(e)- w jezyku ogdlmopolskim. Z polskich studiéw slawistycenych, S. 3. Jezyko-
znawstwo, Warszawa 1968. ‘

8 II. C. Curanos, [zazoast o cydduxcom -aHy- (-OHy-) 8 PYCCKOM A3biKe, Y UEHBIE
samucku JIT'Y, cepust ¢punonoruueckux Hayk, Bbil. 68. 1963.

°T. K. YnpsaH0B OCHO8b HACMOAW€20 8PeMeHU 8 CMAPOCAABAHCKOM U AUMOBCKOM A3bIKE
(Pyc. ¢unon. Bectmuk, T. XX, 1888), s 69.
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Podobnie sadzit H. Pedersen®, F. F. Fortunatow uwazal, ,ze réwniez
z pochodzenia te podstawy czasownikowe nie s3 identyczne” 1. PéZniej
jezykoznawea wloski P. Tedesco wysunal teze, zgodnie z ktéra cza-
sowniki [pierwszego typu (tzn. inchoativa) w jezyku prastowianskim
w formach praesens posiadaly -je, a ezasowniki drugiego typu mialy przy-
rostek -ne, to znaczy, ze we wspélezesnym slowianskim przyrostku -n-
zbiegly sie dwa rézne réwniez pod wzgledem fonetycznym prastowianskie
przyrostki -je i -ne 2.

Stowotworstwo historyezne bada historie pojedynezych typéw stowo-
tworezych, rozwéj ich znaczenia, historie pojedynczego wyrazu na tle
jego klasy slowotworezej, zalezno§é stowotworstwa od typu podstawy dla
dawnego stanu jezyka (por. np. wystepowanie w wiekszym stopniu w pra-
stowianiskich przymiotnikach o temacie na -u- przyrostka -k- lub zalezno§é
miedzy typem podstawy a przyrostkiem deminutywnym — por. referat
R. I. Awanesowa na VI Zjezdzie Slawistow) 13, zalezno§é od akcentuacji
podstawy (por. prace A. Vaillanta o zasadach tworzenia komparatywéw
W jezyku prastowianskim) 14, zwigzek slowotworstwa z syntaktyczng funkcja
wyrazu (por. np. tworzenie rosyjskich imieslowéw przystéwkowych).

Dla stowotworstwa historycznego niezmiernie waznym jest ustalenie
wyboru formantu w wypadku, gdy to samo znaczenie wyrazane jest przez
wiecej niz jeden element (por. np. inchoativa dwoéch typow: schngé —
bieleé, ros. coxuyrs — Gesers).

Te cele, wazne same przez sie, staja sie jeszcze bardziej oczywiste
obecnie, gdy dane slowotwoérstwa wykorzystywane sa w etymologii, gdy
wysuwa si¢ zadanie rekonstrukeji nie pierwiastkow jezyka prastowiari-
skiego, jak to bylo dotychczas, lecz jego lekseméw. Traktowanie jednak
slowotworstwa genetycznego jako jedynej metody naukowej wyklucza
od razu mozliwo§é podejscia systemowego do zjawisk slowotworstwa.
Prof. P. Zwolinski ' zwraca uwage na trudnosei w rekonstrukeji systemu

10 Holger Pedersen, Die Nasalprisentia und der slawische Akzent, Zeitschrift
fiir vergleichende Sprachforschung auf dem Gebiete der indogermanischen Sprachen,
Band XXXVIII, 3. Heft, Giittersloh 1902, s. 347.

11 . O DopryuatoB, Kpumuueckuii pasbop couunenus I'. K. Yavanosa: ,3nauenue
2/1G20ABHBLX  OCHO8 8 AumoscKo-caaganckom Asuke, CII6 1902, 8. 134.

12 P. Tedesco, Slavic ne-Presents from older je-Presents, Language XXIV, Balti-
more 1948, nr 4. »

13 P, . ABanecoB, K ucmopuu uepedoanus coziacHbix npu o0pasoeaHull Y MeHsUumens-
HBX cywpecmeumenvrulx 6 npacaasanckon. CIaBsSHCKOe sI3bIKO3HAHME, VI MeKIYHapOIHBIA Ches
CJIaBHACTOB, MockBa 1968. ‘

14 A. Vaillant, Le comparatif slave en -éji, Revue des études slaves XI, fase. 1—2,
Paris 1931.

18 P. Zwolinski, Wspdlne tendencje slowotwércze (derywacyjne) jezykéw stowiani-
skich. Z polskich studiéw slawistyeznych, S. 3. Jezykoznawstwo, Warszawa 1968, s. 91.
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stowotwoérezego np. XVI w., wynikajace z faktu, ze zabytki jezykowe
danej epoki nie rejestruja wszystkich wyrazéw wystepujacych w jezyku.
W zastosowaniu do jezyka wspolezesnego to zadanie jest mozliwe do wy-
konania. Polega ono na wypracowaniu zasad i zasiegu slowotworstwa,
agynchronicznego. Negowanie tego i dazenie do zaciesnienia slowotworstwa
jedynie do plaszezyzny historycznej jest rownoznaczne z proébami zamiany
opisu funkcjonowania maszyny przez podanie historii jej wynalezienia.
Slowotwoérstwo synchroniczne stosuje te samg metode analizy dwuczlo-
nowej, tylko opiera sie nie na zwigzkach genetycznych wyrazéw powig-
zanych slowotworczo, lecz na formalno-semantycznej zaleznogei miedzy
nimi, co trafnie uwydatnia termin ,motywacja“. Motywacja czesto zbiega
sie z ‘pochodnofcig 1'0zumianéy W sensie genetycznym, lecz zgodnodé taka
nie jest konieczna. Kierunek pochodno§ci moze sie zacieraé, a w jezyku
wspolezesnym pary wyrazéw moga wystepowaé z motywacja wzajemna
(por. np. tzw. czasowniki ruchu HecTm — HOCUTH, BE3TH — BO3HUThH, POT.
takze xom — xomurs, J0B — noBuTh. W pewnych wypadkach wyraz pod-
stawowy i derywat w §wiadomogei méwigcego moga zamieniaé si¢ miej-
scami (por. ang. to beg od beggar, podczas gdy beggar uswiadamiane jest
jako formacja od beg).

Czasami zarzuca sie stowotwoérstwu synchronicznemu, ze wprowadza
ono subiektywizm do badan jezykowych, gdyz nosiciele jezyka mogg
réznie traktowacé te same fakty jezykowe 6. Ale przy tym subiektywizmie,
poprzez pojedyncze dyskusyjne, réznie rozumiane zjawiska zarysowuje
sie obiektywny. system istniejacych w jezyku prawidlowosei, system
produktywnych typéw stowotwérezych, ktére pozwalaja z jednej strony
tworzy¢ nowe wyrazy na wzor istniejacych w*jezyku modeli, z drugiej
za§ strony pozwalaja rozumieé nieznane wyrazy po zestawieniu ich ze
znang klasg slowotwoéreza. Do zadan stowotwoérstwa synchronieznego
nalezy wypracowanie regul okre§lajagcych kierunek motywacji. To, ze
w §wiadomosei mowigeyech moze powstad, jakwi:fiszap R. Grzegorczykowa
i J. Puzynina, ,nonsensowne laczenie wyrazow bliskobrzmiacych i falszo-
wanie rzeczywistych proceséw derywacyjnych’” ', nie moze byé prze-
szkodg w stworzeniu stowotworstwa synchronicznego. Takie laczenie
z jednej strony przejawia sie w tzw. etymologii ludowej, z drugiej zas
strony moze wystepowaé jako S$rodek semantyzacji niesomantycznych
skladnikéw wyrazéw (por. np. w wierszu A. Wozniesienskiego A-Ioiisn. ..
A-20pe. .. A-20400). Co wazniejsze — i z tym sie zgadzaja R. Grzegorezykowa
i J. Puzynina — wladnie ,falszowaniem rzeczywistych proceséw dery-
wacyjnych™ objasniane jest zjawisko perintegracji — powstawania odmian

1 R. Grzegorczykowa i J. Puzynina, op. cit., s. 251.
17 Ibidem, s. 251.
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starych formantow. Por. np.: wyrazy typu *gréSeniks zostalty utworzone:
od przymiotnikéw typu *grésens przy pomocy przyrostka -iks, pézZniej
w §wiadomosci mowigeych kierunek derywacji stawal sig mniej oczywisty,.
wyrazy te zaczeto zestawiaé z rzeczownikami typu *¢réchs, w wyniku
czego pojawil sie nowy przyrostek -niks. Ciekawe, ze ten powstaly w wy-
niku perintegracji sufiks zapozyczony zostal do jezyka estonskiego (aednik
‘ogrodnik’ od aed ‘ogréd’, kumsinik ‘malarz’, gdzie rdzen jest niemiecki,
a przyrostek stowianski).

Celem stowotworstwa synchronicznego jest zbadanie zwigzkow sy-
stemowych jezyka na danym etapie jego rozwoju, a to zaklada przede
wszystkim opis produktywnych typéw stowotwérezych, zbadanie, w jaki
sposéb powstaja wyrazy, w jaki sposéb sa one rozszyfrowywane i rozu-
miane, jakie ograniczenia dziatania poszezegélnych typéw stowotwoérezych
istnieja w jezyku. Rozpatrzmy dwa przyklady nowotworéw pisarzy ro-
syjskich. Jurij Olesza pisze: ,,Mue kayKercsd, s TOJBPKO HA3LIBATEIb BEILEH.
Tarke He XyJOKHHMK, a IPOCTO KaKOK-TO alTeKapb, 3aBepPTHIBATENb MOPYIIKOE,
CKaThIBaTelNb MAONE 18, W jezyku rosyjskim nie ma wyrazow saBepTsIBaTels,
CKaThIBaTeJb; HasbIBarens cytowane jest w Stowniku Dala (IL, 418 w wyd.
z T. 1956). Potencjalnie s3 one mozliwe, gdyz utworzone zostaty wedlug
produktywnego, slowotwoérezo przejrzystego schematu. Dlatego sg one
zrozumiale. Z drugiej za§ strony moga by¢é one utrwalone w jezyku. Ma-
szyne np. do pakowywania cukierkéw mozna przeciez nazwaé 3aBepThIBa-
tens. Przy okazji nalezy zauwazyé, ze wyglaszany czasami poglad, jakoby
wyrazy tworzone sg od razu z leksykalizowanym znaczeniem, nie moze
byé chyba uwazany za calkowicie stuszny. Wyraz potencjalny posiada zna-
czenie slowotworeze, znaczenie slowotwoérczej klagy i dopiero rzeczywi-
stosé jezykowa (obecno§é wyrazu — konkurenta) oraz pozajezykowa (za-
potrzebowanie danej sytuacji) decyduje o utrwaleniu sie¢ w wyrazie ta-
kiego lub innego znaczenia. Por. np. wyraz cueryux uzywany obecnie jako-
nazwa urzadzenia (licznik), a ktéry moze by¢ uzyty jako nazwa cztowieka
liczacego cokolwiek (tak czasami nazywa sie ludzi uczestniczacych w spi-
sach ludnofci). Por. tez np. rézne znaczenia jednakowych pod wzgledem.
stowotworezym wyrazéw w jezykach pokrewnych: pol. émiennik i ukr.
imennuk ‘rzeczownik’. Przykladem tego typu zjawisk jest rowniez leksykali-
zacja deminutywoéw. Jest to jednak zagadnienie wymagajace specjalnego.
potraktowania. s

Wréémy jednak do nowotworéw pisarzy. Artiom Wiesiolyj w szkicu
o nienawidzacych sie wzajemnie malzonkach uzywa na ich okre§lenie
wyrazéw sxena i >xenyx 2, Ustanawia on w ten sposéb zwigzek formalny

18 JOpuit Onema, Hu Ous 6e3 cmpouxu, Mockna, 1966, 8. 285.

1 Aprem Beceunniit, JKena u orcenyx JlurepaTrypHoe Haciencrso, T. 74, Mocksa 1965,
8. 524.
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miedzy wyrazami nieistniejagcy w jezyku (my»x — >xena) i prawdopodobnie
nadaje zabarwienie negatywne wyrazowi xenyx. Ten neologizm Wiesio-
tego nie opiera si¢ na zywym modelu slowotwérezym (sufiks ten wyste-
puje jeszeze tylko w wyrazie komiox w innym stosunku do podstawy:
KOHB-KOHIOX). Zostal on utworzony przypadkowo i poza kontekstem jest
niezrozumialy. Dlatego tez powstaje watpliwo§é, czy dany wyraz moze
utrwalié¢ sie w jezyku.

Wszysey zgodni sg co do tego, ze stowotworstwo synchroniczne po-
winno badaé przede wszystkim zywe, produktywne typy slowotwoéreze
i ich wspélzaleznosé. Lecz niektérzy autorzy (np. N. D. Arutiunowa) 20
postuluja ograniczenie badan jedynie do typéw produktywnych, inni za$
(jak np. A. Bogustawski) wypowiadaja sie przeciwko takiemu ogranicze-
niu wlaczajac do badan i tzw. regularne, choé nieproduktywne typy stowo-
twolreze (np. szereg HeCTH — HOCUTH, BE3TH — BO3HTH) 2L, Jest rzeczy zrozu-
mialy, ze przy badaniu systemu slowotwodrczego analizowane sa zakazy
fonetyczne, morfologiczne, stylistyczne i leksykalne. W celu uwzglednie-
nia zakazoéw lub przynajmniej ograniczen leksykalnych (gdyz mozliwe jest
pojawienie sie wyrazéw-dubletéw) typy stowotwoéreze rozpatrywane sa
na tle catego systemu leksykalnego danego jezyka. Ma racje A. Bogu-
stawski, ktéry uwaza, ze w slowotworstwie synchronicznym powinny byé
rozpatrywane rowniez regularne lecz nieproduktywne typy, jak np. ro-
syjskie szeregi xoauth — X0/1602, HOCHTH — HECTH. ;

Zanim mo6wié bedziemy o miejscu innych klas wyrazéw w systemie
stowotworstwa, trzeba pokrétce zatrzymaé sie na stosunku wzajemnym
analizy morfemowej i slowotwoérczej. Sg one czesto przeciwstawiane sobie,
przy czym analize morfemowa uwaza si¢ za mechaniczng i ahistoryezng,
R. Grzegorczykowa i J. Puzynina pisza w cytowanym artykule: ,,Zupelnie
nie do przyjecia wydaje si¢ stosowanie na jakimkolwiek odcinku tzw. ana-
lizy morfemowej, dzielacej wyrazy na morfemy bez uwzglednienia ich
wzajemnego ustosunkowania semantycznego. Analiza taka nie ttumaczy
budowy formacji, nie wnosi nic do charakterystyki danej czastki stowo-
tworczej, jest tym samym jalowa i bezuzyteczna® 22. Taki sam poglad
wypowiada w 1964 r. Z. Kawyn-Kurzowa: ,Analiza morfemowa bez
wzgledu na opisowy czy historyczny aspekt badan dzieli wyrazy na mor-
femy nie uwzgledniajac ich wzajemnego stosunku. Tym samym nie wnosi
ona nic do charakterystyki czastek slowotwoérezych, nie ttumaczy budowy

20 H. I. ApyrionoBa, Hexamopsie onpocst o6pazosanusn u mopdonozuu ocnos caosa, Pu-
Jiosioruueckue Hayku I, MockBa 1968; Ouepru no c106006pa3o6anuio 6 cospemennom UCNAHCKOM
s3vike, Mocksa 1961, s. 33.

% A. Bogustawski, O zasadach analizy morfologicznej, Biuletyn Polskiego To-
warzystwa Jezykoznawezego XVIII, 1959, s. 90.

2 R. Grzegorczykowa i J. Puzynina, op. cit., s. 253.
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formacji. Z tego wzgledu jest niemozliwg do zastosowania w badaniach
historyeznych. Zbedne tez wydaje si¢ postulowanie jej przy opisie wspol-
czesnego systemu stowotworezego w-odniesieniu do formacji nie motywu-
jaeych sie, poniewaz wyraz niemotywowany ze stanowiska synchronii jest
motywowany ze stanowiska diachronii i moze staé sie przedmiotem badan
historyeznych, w ktorych panuje niepodzielnie metoda dwuczlonowa’ 23,
Chyba nie jest sluszna ani uniwersalizacja metody analizy morfemowej
(co robig deskryptywiSei), ani jej negacja zaréwno w planie diachronii,
jak i synchronii. Nie wolno negowaé roli tej metody w plaszezyZnie histo-
ryeznej — w etymologii, nie kazdy wyraz przeciez da si¢ podeiggnaé pod
okreglony typ stowotwdrezy. W planie synchronii wazne jest chyba rozgra-
niczenie kompetencji obu tych metod i okrelenie zakresu ich wspdldzia-
lania. Mowi sie niekiedy o tozsamofci same]j techniki analizy morfemowej
i stowotworczej. Rzeczywiicie konsekwentne zastosowanie analizy stowo-
twoérezej (dwuczlonowej) przy wyrazie wielomorfemowym da ten sam
rezultat, co analiza morfemowa: podzial wyrazu na morfemy. Rdéznica
polega na czym innym. N. D. Arutiunowa pisze, ze polega ona na ,rozgra-
niczeniu semantycznej (motywujacej) i funkejonalnej roli elementéw’ 24,
Celem analizy morfemowej nie powinno by¢ wyznaczenie stosunkow stowo-
tworczych miedzy wyrazami, jej zadanie polega na inwentaryzacji morfe-
mow, na okre§leniu warto§ciowosci morfemow, tzn. mozliwosci ich 1g-
czenia sie. Jako przyklad takiej analizy moze shuzyé ksigzka jezyko-
znawey slowackiego Jana Horeckiego Morfematickd Struktvura slovenéiny
(Bratislava 1964). Dla analizy morfemowej obojetna jest rzeeza, co od
czego pochodzi, jaki jest kierunek motywacji (np. xusus od xurs czy od-
wrotnie), dla analizy stowotwdrezej jest to rzecz zasadnicza. Wreszcie
wyrazy stowotworezo niepodzielne moga zawieraé wiecej niz jeden morfem,
tzn. moga by¢ podzielne w analizie morfemowej. Nalezy zaznaczy¢é, ze
w dyskusji o analizie morfemowej i slowotworczej réznice pogladéw wyni-
kaly czasami z terminologicznego nierozgraniczania tych dwu bardzo
bliskich sobie lecz réwnoczesnie réznych metod (por. np. polemike Smir-
nickiego z Winokurem). W odniesieniu do wspoétdziatania tych metod i ich
roli w systemie stowotwoérstwa synchronicznego nalezy zauwazyé, ze
1) w pewnych wypadkach wyrazy slowotwérezo podzielne nie odgrywaja
roli w slowotwoérstwie i mogg nie by¢ brane pod uwage przy opisie wspol-
czesnego systemu slowotworezego; 2) wyrazy niepodzielne stowotworezo,
lecz rozkladalne jedynie na morfemy (o czym bedzie mowa nizej) sa

% 7. Kawyn-Kurzowa, Ksztaltowanie si¢ metod amalizy slowolwérczej wyrazu
w jezykoznawstwie polskim XX wieku, Prace Filologiczne XVII, cz. 3, Warszawa 1964,
8. 240—241.

8 (PR 1R Apy‘uonoﬁa, Oueprku no cA08000PA30BAHUIO 8 COBPEMEHHOM UCNAHCKOM
A3viKe, 8. 15.
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wazne dla stowotwoérstwa synchronicznego i powinny w nim byé uwzgled-
niane.

W stowotworstwie synchronicznym rozpatrywane sg tylko formalnie:
1 semantycznie grupujgce sie klasy wyrazéw. Dlatego wyrazy z formantami
jednostkowymi (zazwyczaj przyrostkami), tzn. z formantami wystepuja-
cymi tylko w jednym stowie, powinny byé oceniane tak samo, jak oceniane
83 wyrazy pierwiastkowe, a wieec w planie ograniczenia dzialania tego lub
innego typu slowotworezego. Wyraz sxenux na przyklad jest rozkladalny
w analizie slowotworczej dlatego, ze istnieje wyraz podstawowy sxeHa.
Lecz z jednej strony przyrostek -ux nie wystepuje w zadnym .innym wy-
razie, z drugiej za§ strony wyraz >keHux semantycznie wiaze sie¢ nie z wy-
razem jxeHa, lecz z wyrazem HeBecra. Przypu§émy, ze mozna np. wydzielié
element -pax w wyrazie mackapan zestawiajac go z wyrazem macka., Lecz
wszystkie takie wyrazy nie wystepuja w szeregach, wiec dla stfowotwérstwa.
posiadajg takie samo znaczenie, jak zwykle wyrazy pierwiastkowe. Trudno
chyba uznaé¢ za poprawne wydzielenie nawet w planie podziatu morfemo-
wego elementéw znajdujacych sie przed rdzeniem w wyrazach ros. mycop
(por. cop), pagyra. (por. Ayra), mepeysox (por. yiumma), ¢o proponuje Janko-
Trinickaja 2, poniewaz w tych czastkach nie mozna odnalezé nie tylko
zwyklego, ale tez tzw. znaczenia ,rezydualnego’ (szczatkowego), gdyz
brak po prostu przykladéw. Zauwazmy mimochodem, ze nieuzasadnione
jest rozpatrywanie w planie synchronicznej analizy slowotwoérczej wy-
raz6w czeskich bor, arzen jako pochodnych, utworzonych przez desufik-
sacje od lac. borum, arsenicum w ksiazee Twofent slov v Gestiné 2. Osobno
nalezy potraktowaé wyrazy z przyrostkiem jednostkowym, ktéry jest
synonimiczny do przyrostka w klasie wyrazéw. Chodzi o wyrazy typu
macryx, momanges. Tutaj jednostkowe przyrostki -tyx, -ames (por. prawie
deetymologizowane meryx i archaizm muryx “pijak’) sg synonimiczne do
innych przyrostké6w agentywnych (por. -tens, -umk) i przyrostkéw ze zna
czeniem ‘czyja$ zona’ (por. -mi, -uxa). Tutaj przyrostek wyrézniany jest,
jak stusznie zauwazyl A. Bogustawski?, poprzez zestawienie z innymi
przyrostkami produktywnymi o tym samym znaczeniu. Wyrazy tego
typu, chociaz faktycznie sa poza zasiegiem stowotworstwa synchronicz-
nego, ograniczajg dzialanie odpowiednich typéw produktywnych i po-
winny byé brane pod uwage.

Oddzielnie nalezy zatrzymadé sie na dlugotrwalym sporze o podziale
wyrazéw typu mammua, tzn. wyrazéw, w ktérych wyréznia sie (lub nie)

% H. Suxo-Tpununxas, Usenumocmv ochoss pycckozo caosa, Yssecruss AH CCCP,
Cepus nureparyphl M s3bIKa, T. XXVII, Bem. 6, 1968, 8. 536.

2 Praha 1967, s. 655.

" A. Bogustawski, op. cit., 8. 92.
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rzekomy formant i cze§é wyrazu znajdujaca si¢ przed nim, nigdzie wiecej
natomiast nie wystepujaca ani w postaci izolowanej, ani w polgezeniu
z innymi formantami. G. Winokur, jak wiadomo, wychodzge z zatozenia,
ze jako pochodny mozna uwaza¢ wyraz jedynie wtedy, gdy w jezyku
istnieje wyraz podstawowy, uwaza za pochodne stowotwoérezo rozkladalne
wyrazy typu sxenux, nmomagps i zalicza do grupy pierwiastkowych, stowo-
twérczo nierozkladalnych wyrazy typu mammna, Oy>xenuna 28, A. Smir-
nickij, ktéry analizowal strukture wyrazéw raczej z pozycji analizy mor-
femowej, uwaza, ze dla wydzielenia morfemu niezaleznie od tego, czy
jest on rdzenny, czy afiksalny, nalezy stosowaé te same zasady, i dzieli
na morfemy wyrazy typu mamuna, Oy>xenuna. Wydziela w nich przyrostek
-uHa analogicznie do wyrazéw, w ktérych przyrostek ten wystepuje
(np. cBunuHA) i uwaza, za te jednostkowe rdzenie (man-, GyxxeH-) posiadaja
tzw. znaczenie szczatkowe rowne znaczeniu leksemu minus znaczenie
formantu 2°. M. Dokulil w referacie K zdkladnim otdzkam tvorent slov 30
twierdzi, ze wyrazy z martwymi stosunkami slowotwéreczymi moga byé
podzielone na morfemy, lecz analiza stowotwoéreza (synchroniczna) w sto-
sunku do nich nie moze byé zastosowana. Jednak w swej poOZniejszej
pracy Twofent slov v deStiné zgadza sie on ze Smirnickim, ze wyrazéw
typu malin-a, smorodin-a nie mozna zaliczaé do grupy stowotworezo nie-
rozkladalnych i pisze: ,Fakt nieistnienia wyrazu, ktéry méglby byé pod-
stawa wyrazu malin(-a) wynosi ten wyraz poza nawias formy slowo-
tworczej, jednak podzial na podstawe mal- i przyrostek -in-a zachowat
sie do chwili obecnej” 3., W tomie po§wieconym analizie systemu rze-
czownikow wspdlczesnego jezyka czeskiego, w ktérym zastosowana zo-
stala teoria M. Dokulila, wyrazy tego typu, np. amant, kombatant, wagant
rozpatrywane sa razem z rzeczownikami odpowiednich typéw (w danym
wypadku na -ant) ¥, podezas gdy wyrazy typu malina nie zostaly uwzgled-
nione. A. Bogustawski uwaza, ze podstawy typu mamus(a) morfologicznie
nie §3 podzielne tak, jak podstawy typu pamx(a): ,podzielno§é z pewnego
punktu widzenia jest réwnoznaczna z rozlacznym wystepowaniem czeci
dzielonej caltosci jako elementéw o charakterze relewantnym dla damego
punktu widzenia” . Podstawy typu mamun(a) z pozycji slowotwoérstwa

%8 T'. O. BunOoKYD, 3amemxu no pycckomy caosobpasosanuro. H3sbpanusie pabomst no pyc-
ckomy A3biky, MockBa 1959, 8. 422.

® A. . CmupuanKkuit, Hexomopsie 3ameuanus o npuHyunax mop@hosoeuieckozo anaiusa
»0cH08“. JloKmampl u coobmenust duionoruueckoro daxynprera MI'Y, Boem. 5, 1948.

3% 0 wvédeckém pozndnt soudobych jazyki, Praha 1958, s. 161—162.

31 M. Dokulil, Tvorent slov v destiné, 1, Praha 1962, s. 126.

32 Twofent slov v &estiné, II, 8. 99.

3 A. Bogustawski, op. cit., 8. 92.
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synchronicznego sa oczywiscie niepodzielne. Lecz czy mozna mowié o ich
niepodzielno§ci morfemowej? Metoda komutacji, ktéra stosuje A. Bogu-
stawski, pozwala wydziela¢ wyrazy i morfemy. W tym celu nalezy wy-
dzieli¢ cztery elementy (wyrazy, morfemy), ktére mogltyby znajdowaé sie
w takiej zalezno§ci:

AX  CAY . AX . BX
BYT RO AV T BY

Lecz metoda ta moze mieé¢ zastosowanie tylko dla wyrazéw wyste-
pujacych w zwigzkach luznych, natomiast nie da sie¢ przy jej pomocy wy-
dziela¢ wyrazéw wystepujacych jedynie w zwigzkach frazeologicznych,
takich jak np. ros. Gaxmymm, Bnpocak. Zupeklie tak samo komutacja po-
zwala wydziela¢é morfemy luzne (por. yumrens — uurarens), lecz nie po-
zwala na wydzielenie elementéw np. w takich wyrazach, jak mamina
i >xennx. Widzge pozytywne strony komutacji jako metody pozwalajacej
oddzielaé¢ wyrazy i morfemy wystepujace w zwiazkach luznych, nalezy
podkreflié, ze nie pozwala ona wydziela¢ wszystkich elementéw istnieja-
cych w §wiadomosci méwiageych w danym jezyku jako elementow oddziel-
nych. Chociaz dla zwigzkéw frazeologicznych, a dokladniej dla ich czesei,
tzw. idioméw, nie mozna zastosowaé takiego samego obiektywnego kry-
terium jak komutacja, elementy znajdujace si¢ poza sfera jej zastosowa-
nia nalezy braé¢ pod uwage.

Strukture zwigzkéw luznych bada skladnia, strukture zwigzkéw
statych bada frazeologia. W wypadku morfeméw moze nalezaloby moéwié
1) o skladni morfemowej, ktéra sie zajmuje wyrazami skladajacymi sie
z morfeméw wielowarto§ciowych, wyrazow podzielonych slowotwoérezo
i 2) o frazeologii morfemowej, ktéra bada wyrazy skladajace sie z mor-
fem6w o ograniczonej wartoSciowosci, ktorej wieksza czesé stanowia wy-
razy slowotworczo nierozkladalne, ale rozkladalne na morfemy. Juz Roz-
wadowski i £.o§ méwili o koniecznogci jednakowego traktowania struktury
wyrazu i wyrazenia. W takim wypadku morfemy wielowarto$ciowe wy-
stepujace w slowotwoérezo podzielnym wyrazie mozna zestawia¢ z wyra-
zami wehodzacymi w sklad zwigzku luznego (np. momuk — majeHsKUH oM,
crnenern — cienoi yenosek). Formanty jednowartosciowe (zazwyeczaj przy-
rostki) mozna przyréwnaé¢ do wyrazéw jednowarto$ciowych, wechodza-
cych w sklad zwigzkéw frazeologicznych. Por. wyraz sxenux i frazem
packsacuth Hoc. Przyrostek -ux jest jednowarto$ciowy, laczy sie on tylko
z morfemem >xen-, ktéry jest wielowarto$ciowy. Wyraz packsacurs jest
jednowarto$ciowy, laczy sie on jedynie z wyrazem moc, ktéry jest wielo-
wartosciowy. Poréwnujace np. wyraz manusa i frazem Gurs Gaxiymm mozna
widzieé¢, ze w ich sklad wchodzi jednowarto§ciowy morfem rdzenny masn-
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Iaczacy sie tylko z przyrostkiem -um(a) i jednowarto§ciowy wyraz Gaxiym
wystepujacy jedynie w polaczeniu z wyrazem Gurs. Mozliwo§é pojawie-
nia sie przyrostka w pozycji luZnej (por. macimua) i wyrazu 6ure W pola-
czeniu z innymi wyrazami (trzeba uwzglednié réwniez mozliwo§é wyste-
powania wyrazu 6urs w réznych formach: 6pro Gaxrymm, Gxr Gaxmymm itd.)
warunkuje wydzielenie z ich skladu wyrazu i morfemu. Zaréwno przy-
rostek -un(a), jak i wyraz Ours posiadaja funkecje kategorialng: w pierw-
szym wypadku jest to cecha klasy nazw jagéd, w drugim wypadku cecha
czasownikowego charakteru frazemu.

Zestawiajagc wyraz typusm i frazem crpax Geper nalezy zauwazy¢,
ze morfem rdzenny typ- posiada ograniczong warto§ciowosé: poza przy-
rostkiem -usm laczy sie on tylko z przyrostkiem -mcr, a wyraz Oeper
(w znaczeniu ‘ogarnia’) moze posiadaé¢ warto§ciowo§é ograniczong: laczy
sie on np. z wyrazami y»kac, CTpax, gocafa i nie wstepuje w zwigzki z wy-
razami pagocTb, BOCTOpr, BocxumleHuwe. Przeciwnicy podziatu morfemo-
wego podstaw typu manuu(a) wysuwaja zazwyczaj nastepujacy argument.
Tak zwane znaczenie szczatkowe morfemu (rdzenia) i znaczenie luzno wy-
dzielonego morfemu lezg na réznych plaszezyznach. Wiemy, co oznacza
morfem mamn-, wiemy, co oznacza morfem pam- (w wyrazie pamka), lecz
trudno odpowiedzieé na pytanie, co oznaczaja morfemy main-, xai-, Gy>xeH-
w wyrazach manuHa, kanuHa, Oy>xkeHuHa. Rzecz w tym, ze i znaczenie leksy-
kalne wyrazu réwniez lezy na réznych plaszezyznach: wyréznia sie z jed-
nej strony znaczenie leksykalne, wystepujace w pojedynczym wyrazie
1 w zwigzku luZznym, oraz tzw. frazeologiczne znaczenie wyrazu realizo-
wane tylko podczas jego uzycia w danym frazemie. Znaczenie morfemow
luznych mozna zestawiaé ze znaczeniem wyrazéw realizowanych w zwiaz-
kach luznych, a znaczenie morfeméw o ograniczonej warto§ciowosei czyli
tzw. znaczenie szczagtkowe mozna zestawiaé z frazeologicznym znaczeniem
wyrazu.

Wsréd semantycznych klas wyrazéw polaczonych jeszeze jakim§
wspolnym elementem koricowym (pominmy na razie problem, czy to jest
przyrostek, czy nie) mozna wydzieli¢ trzy typy. Pierwsza klase wyrazow
stanowia te, z ktérych kazdy jest stowotworczo podzielny, tzn. obok kté-
rego wystepuje wyraz podstawowy (motywujacy), np. nazwy osoby dzia-
lajacej na -umk, -mmx. Wyjatek stanowi jedynie saxomepumx i byé moze
dawne npanopumk. Druga klase wyrazéw tworza takie, z ktérych jedne
83 podzielne w planie slowotwérstwa, tzn. obok ktérych wystepuja wy-
razy podstawowe (motywujace), a inne nie s3 podzielne na elementy
stowotwoéreze, przy ezym stosunek wzajemny miedzy tymi dwoma gru-
pami w typie stowotworczym moze byé rézny. Por. np. nazwy potomstwa,
gdzie wfréd wyrazow typu ryceHOK, MBIIIOHOK, KOTEHOK znajdujg sie i nie-
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podzielne stowotwoérczo mopoceHok, pebenok. Tu tez nalezg nazwy 080b
na -ucr, gdzie obok wyrazOw MaIIMHHCT, TPAKTOPUCT Wystepuja wyrazy
Typucr, ¢aumcr, Oyxunuct nie posiadajace wyrazéw podstawowych (mo-
tywujacych). Trzecig i z pewnoscig najmniejsza grupe stanowig seman-
tyczne klasy wyrazéw, ktére nie daja sie podzielié stowotwérezo, nie po-
siadaja wyrazé6w podstawowych. W jezyku rosyjskim s3 to np. nazwy
mineraléw: nupur, rpaHur, ManaxuT, GEHAKUT, OOKCHT, alaTHUT, HOJIOMHT,
osoxepur; wypadki pojedyncze: dochopur. Wyrazy grupy pierwszej s3
podzielne zaréwno pod wzgledem stowotwoérezym, jak i morfemowym.
W drugiej grupie wystepuja pojedyncze wyrazy podzielne jedynie pod
wzgledem morfemowym. S3 to wyrazy typu: peGenox, Typucr, ktore nie
moga byé zestawiane z podstawowymi wyrazami motywujacymi. Wyrazy
grupy trzeciej sa podzielne jedynie na morfemy, natomiast czastek stowo-
twoérezych w nich wydzieli¢é nie mozna. Na morfemowy podzial wyrazéw
niepodzielnych slowotwérczo wplywaja nastepujace czynniki: 1) od-
czucie przez moéwigcych zwigzku semantycznego, przynalezno§ci do jed-
nej semantycznej klasy wyrazow ze wsp6lnym elementem formalnym;
2) jednoznaczno$é wspolnego elementu formalnego; 3) obecno§é w danym
semantycznym szeregu slowotwoérezo podzielnych wyrazéw. Te czynniki
zazwyczaj oddziatywuja na siebie wzajemnie. Jezeli do klasy semantycz-
nej, w ktorej niektore wyrazy sg podzielne pod wzgledem slowotwoérezym,
naleza wyrazy nie posiadajace bazy slowotwoérezej, to wyréznia si¢ w nich
ten sam formant analogicznie do pierwszej grupy wyrazow (por. np. z jed-
nej strony romybuka, uepHMKA, KOCTAHHMKA, MOYCHHKA (MOYEHAs ArOfla) OTaz
KIyOHuKa, OpycHuKa, exxeBuka z drugiej strony). Zjawisko to wystepuje
szezegblnie wyraZznie w wypadku jednoznacznosei formantu. W jezyku
ukrainiskim uzywa sie dziesieciu nazw miesieey zakoriczonych na -ess.
Przewaznie 83 to rzeczowniki motywowane: OepeseHp, KBiT€Hb, TPaBEHb,
YyepBeHb, JIMIEHb, CEPIIeHb, BepeceHb, >xoBreHb. W dwodch wypadkach, jak
sie wydaje, mozna méwi¢ o braku motywacji w planie synchronicznym:
ciuens, rpysmens. Lecz jednoznaczno§é przyrostka -ep, wyrazne jego wy-
dzielanie w wyrazach slowotworczo rozkladalnych umozliwia wyréznia-
nie go w wyrazach cigens, rpyaens. Wlasnie o takim odezuciu formantu
§wiadezy préba uniwersalizacji typu stowotwoéreczego w gwarach ukrain-
skich: morens, yucromapens zamiast literackich mrorumii, mucroma.

Tak zwane podstawy powigzane rozpatrywane sa zazwyczaj jako
slowotwodrczo podzielne, ich stosunek wzajemny nazywany jest moty-
wacja wzajemng. Winokur nie rozréznia wyraZnie analizy morfemowe]
i stowotworczej, celem dla niego jest wydzielenie formantu stowotwor-
czego, a podziat na morfemy jest dla niego konsekwentnym zastosowaniem
analizy slowotworczej do wyrazu wielomorfemowego. Podstawy powig-
zane typu Tparenus — TparuK — Tparudyeckuii uwaza on za pochodne.
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wZmaczenie tych podstaw bedzie stanowié chyba reszte pochodzaca z odej-
mowania znaczenia sufikséw -emus, -uk, -nuecknmit od znaczenia odpowied-
nich wyrazéw. Znaczenie to bedzie oczywiscie pewng abstrakeja, ale ina-
czej przeciez byé nie, moze. Wazne jest to, ze w znaczeniu wszystkich
wyrazow odpowiedniego szeregu istnieje niewatpliwie pewien wspolny
element, ktéry zawiera w sobie wlagnie znaczenie podstawy” 3. Jego sto-
sunek do tzw. podstaw powiazanych nie jest konsekwentny, watpi on
W pochodno§é wyrazéw typu dyrypusm — dyrypuct: ,ale jakie znaczenie
maja podstawy gymyp-, 6yxun-, 6anm- lub @ymypu-, Oyxunu-, 6anmu-, co jest
wyrazniejsze, kiedy przyjmiemy warianty sufiksalne -3x, -cm, -cmcxusi itp.,
odrzucajac catkowicie znaczenie tych sufiks6w, bardzo trudne jest do wy-
jafnienia” %. Lecz jezeli przyja¢ za niepochodne wyrazy typu masuua,
Oyocenuna, to bezpodstawne jest, jak sie wydaje, zaliczanie do pochod-
nych wyrazéw z podstawa powigzana, gdyz ich morfemy rdzenne posia-
dajg jedynie tzw. szczatkowe znaczenie, znaczenie frazeologiczne, podob-
nie jak wyrazy o rdzeniu jednowarto$ciowym typu mamm-a. Réznica po-
lega jedynie na tym, ze w wypadku wyrazéw powigzanych rdzen jest dwu-
lub tréjwartosciowy. W stosunku do tych wyrazéw réwniez nalezy widocz-
nie m6éwié tylko o podziale morfemowym, opartym o mozliwo§é zamiany
jednego formantu przez drugi (rypmsm — Typucr) analogicznie z innymi
wyrazami pochodnymi tej samej semantycznej klasy wyrazéw. Wypadek
przejSciowy miedzy pierwszym i drugim typem stanowié beda takie wy-
razy, jak crypgemr, nouenr z jednowarto$ciowym morfemem rdzennym,
ktory znajduje sie w jednej klasie semantycznej z wyrazami posiadajacymi
podstawe powigzang (pedepentr — pedepupoBarh, ONIOHEHT — OMIIOHUPO-
Barh). Zar6wno pierwsza, jak i druga grupa wyrazoéw jest podzielna
jedynie pod wzgledem morfemowym, gdyz ich morfemy rdzenne sg fra-
zeologicznie powigzane. Podzial przebiega w oparciu o jedno$é seman-
tyezng szeregu wyrazowego, gdzie cecha danej klasy jest formant -emr.
Por. niemozliwo$§é wyréznienia tego formuntu w wyrazach typu asnement,
marent. W jezyku polskim rzeczowniki adwersarz, bakalarz, dygnitarz,
grabarz, tragarz * niepodzielne sa pod wzgledem slowotwoérezym, ale za-
wieraja sufiks -arz, ktéry moze byé wydzielony analogicznie do wyrazéw
typu pisarz, pieckarz, tokarz itp. Polski wyraz student w odréznieniu od
odpowiedniego wyrazu rosyjskiego podzielny jest réwniez stowotworezo,
poniewaz istnieje wyraz studiowad. Roéinicy fonetycznej spélgloski konco-
wej rdzenia nie bylo w jezyku staropolskim, por. studowaé: ,Miedzy gro-

# T. O. BuHOKYp, op. cit., s. 437.

% IT'. O. BuHOKYp, 0p. cit., 8. 440.

% B. C.-3omnoroBa, Ob6pasosanus om cywecmeumensusx ¢ cyppuxcamu -nik u -arz
cospe mennom noavckom saswixe, Prace Filologiczne XVIII, cz. 3, s. 270.
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mada jaka studentéw studuja’” (XV w.) 3. Por. tez inny rosyjski przyktad:
W szeregu si0JIOHS — BHIIHA — YEPEIIHA Wyraz pierwszy posiada podstawe
powiazang. W nim wyrdéznia sie w zestawieniu z s0noxo przyrostek -us,
ktéry analogieznie do si6noma wydzielany jest w catlym szeregu. Glowna
role odgrywa tutaj semantyka szeregu. Obecno§é I')ary sI07I0K0 — A0JI0HA
czyni bardziej oczywista obecnogé formantu.

Wydzielanie przyrostka w szeregu niepodzielnych pod wzgledem
slowotwoérezym wyrazéw warunkowane jest 1) przez semantyczng wspol-
note szeregu, np. nazwy jagod (kamuua, manuHa, psi0uHa), 2) przez obec-
no§¢ w danym szeregu wyrazow podzielnych stowotwoérezo oraz 3) przez
podobienstwo szeregéw stowotworczych od danych wyrazow:

MaJIMHA — MaJMHOBBIM — MaJIMHKA — MaJMHHHUK — MaJIMHOBKA ;
psaduHa — PACHHOBBIN — PAOHUHKA — PAOUHHUK — DPSIOMHOBKA ;
CMOPOJMHA — CMOPOAMHOBBIH — CMOPOMHKA — CMOPOJUHHUK— CMODO/IITHOBKA
KaJIMHA — KaJIMHHOBBIN — KaJIMHKa — KaJMHHUK — KamiHoBka  (toponim).

Por. niemozliwo§é tworzenia podobnych szeregéw od wyrazéw z in-
nymi przyrostkami -una: TessiTMHa, Gy)KEHHHA — TOPOIIMHA, YKEMUYKHHA.

Nawet w wypadku nieistnienia podzielnych pod wzgledem slowo-
twérezym wyrazoéw przy jawnie odczuwalnej jednoci szeregu mozna wy-
réznié wspolny komponent wyrazéw. Mozliwo§é te poteguje ograniczo-
no§¢ znaczenia przyrostka (lub ilo§ei przyrostkéw homonimicznych). Tak
wieec w jezyku rosyjskim wyrazy na -ur oznaczaja nazwy mineratéw albo
nazwy choréb. Wyrazy pierwszej grupy nie sag motywowane na gruncie
rosyjskim. Por. Gokcur, amaTuT, MaJaxur, IHPHUT, O30KEPUT, NOJOMHUT, cho-
ciaz istnieje docdhopur. Obecno§é elementu -ur wspélnego dla wyrazow
nalezacych do jednego szeregu — nazwy mineraléw — doprowadzila do
wyréznienia jako oddzielnego — rosyjskiego przyrostka i mozliwo$ci two-
rzenia w jezyku rosyjskim wyrazéw motywowanych, -tzn. podzielnych
pod wzgledem stowotwoérczym: OGaiixamur (Baiikan), Oepesur (BepesoBckuit
paiioH), JMCTBEHUT (JIMCTBEHHBINA), KAMBIIMT (KaMBIII), COJIOMHT (COJIOMA).

Stowotwoérstwo synchroniczne wiec obejmuje produktywne i nie-
produktywne (regularne) typy slowotworcze oraz semantyczne szeregi
wyrazéw niepodzielnych stowotwoérezo, ale zawierajacych wspo6lny for-
mant. Do tych trzech grup nalezy jeszcze dodaé klasy semantyczne, kto-
rych skladniki rzadzg sie¢ tymi samymi prawami slowotworczymi. Por.
np. tworzenie sie rosyjskich przymiotnikéw od grupy wyrazow ceromms,
3aBTpa, Buepa, I03aBYepa, IOCJIE3aBTpa, Bcerjga, Torpa przy pomocy sufiksu
wiH(uti).

)

¥ 8. Reczek, Podreczny slownik dawnej polszceyzny, Warszawa 1968, s. 476



XXVIII 169

CERTAINS PROBLEMES D’ANALYSE MORPHEMIQUE ET DERIVATIONNELLE

Résumé

L’auteur de l’article critique les vues de certains linguistes qui considérent ’ana-
lyse diachronique comme la seule méthode scientifique d’analyse dérivationelle. Dans
Particle est caracterisée I’analyse dérivationnelle synchronique et diachronique et met
en relief des différences entre ces deux approches. Dans la suite est envisagée I’analyse
morphémique et dérivationnelle, et ’auteur conteste la thése de l'inutilité de 1’analyse
morphémique, il détermine le champ d’application de chacune de ces méthodes. Il montre
enfin que des mots indivisibles au point de vue dérivationnel peuvent &tre divisible
au point de vue morphémique. Dans cette situation se pose le probléme d’une phraséo-
logie morphémique paralléle a la phraséologie du groupe de mots. Dans la conclusion
se trouve etudiées les composantes de la science de la dérivation synchronique.
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STANISLAW SIATKOWSKI

O niektérych nieporozumieniach w stosowaniu
metody transformacyjnej

I. Wprowadzanie do jezykoznawstwa metody transformacyjnej jest
jednocze§nie préba mozliwo$ei nowego sposobu poznania struktury je-
zyka. Poznanie tej struktury zalezy jednak nie tylko od samej metody,
lecz réwniez od tego, jak dana metoda zostala zastosowana i jak zostaty
zinterpretowane otrzymane rezultaty. Analizujac prace jezykoznawcze
mozna si¢ przekonadé, ze niefcisla lub nawet bledna interpretacja uzyska-
nych danych, co czestokroé wigze sie z niewlaSciwym zastosowaniem tej
metody, pod pewnymi wzgledami nader plodnej, przekrela jej szanse
poznaweze i staje sie Zrodlem wielu powaznych nieporozumien. Niepo-
rozumienia, o ktérych bedzie mowa nizej, w wiekszym lub mniejszym
stopniu sa charakterystyezne dla wigkszoSci prac ilustrujacych rézne od-
miany metody transformacyjnej. Poniewaz ramy artykutu nie pozwalaja
na przeprowadzenie analizy wieksze]j ilogci prac transformacyjnych, przeto
ograniczymy sie do takiego minimum prae, na przykladzie ktérych mozna
wyjaénié, na czym te nieporozumienia polegaja.

1. Wiekszo§é autoréw stosujacych metode transformacyjng zaklada,
w sposéb jawny lub implicite, Ze za pomoeca réznych operacji nad for-
mami jezyka mozna zbadaé jego wladciwodei semantyczne. Autorzy ci
uwazaja wiee, ze zastosowanie metody transformacyjnej pozwoli zastapié
subiektywne rozwazania semantyczne gramatyki tradycyjnej Secistym,
obiektywnym opisem calej struktury jezyka bez bezposredniego odwoly-
wania sie do znaczenl.

Od razu na wstepie warto zaznaczyé, iz takie poglady sa po prostu
zhudzeniem. Dowodzg tego konkretne badania transformacyjne, z ktérych
nie udalo si¢ wyeliminowa¢ intuicji. Nie udalo si¢ réwniez pominaé¢ seman-
tyki i stworzyé czysto formalnego opisu jezyka.

1 Stanowisko to jest sprecyzowane w sposéb jawny na przyklad w pracy: Dean

8. Worth, Transform analysis of Russian instrumental constructions, Word 14, nr 2—3,
1958; przeklad ros.: Hogoe ¢ aumnzeucmuxe, Bobim. 2, Mocksa 1962.
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Autorzy prac transformacyjnych zakladajg istnienie tzw. inwariantu
semantycznego, laczacego konstrukcje wyjSciowa z jej transformami 2.
Inwariant semantyczny polega na tozsamogei (catkowitej lub czesciowej)
znaczenia denotatywnego struktur danego ciagu transformacyjnego
(tj. konstrukeji wyjsciowej i transform otrzymanych w wyniku zastoso-
wania transformacji; niektérzy dochodza w swoich koncepcjach do pelnej
tozsamogei znaczeniowej struktur ciggu transformacyjnego. Zatem, two-
rzac okres§lony ciag transformacyjny, badacz powinien kierowaé sie przede
wszystkim intuicyjnym wyeczuciem inwariantu semantycznego, a dopie-
ro potem moze przystepowaé do analizy otrzymanych struktur. Anali-
za ta nie jest réwniez mozliwa bez uwzglednienia semantyki. Swiadezy
to o zaleznofci wszystkich skladnikéw ciagu transformacyjnego od planu
semantycznego (syntaktyczno-semantycznego).

Na przyklad, z formalnego punktu widzenia zdanie angielskie The
dog bit the man mozna uwazaé za transforme zdania The man bit the dog,
otrzymang w rezultacie odpowiedniej zmiany szyku wyrazéw. Tym-
czasem Z.S. Harris w wymienionej pracy wyklucza taka mozliwosé,
m. in. dlatego, ze zdania te opisuja rdézne sytuacje.

D. 8. Worth przytacza nastepujace przyklady, ilustrujace pasywno-
-aktywng transformacje SpVS% — SpV_8a: Komnama nanoamwsnace moanoii —
Toana nanosnssa Komnamy,; 3asa océewaemcs gornapuxom — Donapuxu oceewyarom
zany; Cumponus ucnoansemcs opkecmpom — Oprecmp ucnoansiem CumPoruo, pPo
czym pisze: ,OgHaxko B npumepe, opmaibHO coBHajaromieM 1o Gopme, 0¥KH-
JIaeMOT0 COOTBEeTCTBUs Her: Mean eepuyaca cmapuxom — Cmapurx eepuys Heana.
OTOT CiIyyail — CHrHajJI TOTO, YTO MbI JOJDKHBI TIOMCKATh elle KaKue-HUOyIb
pasimuuuss Mexxny (pasoit Heawn eepmyacsa cmapuxom ¥ OAPYTEMH ITUTHPOBABIIN-
mucst ¢pasamu crpykrypel SpVS3¢. W tym miejscu autor wyjasnia: ,,Ocro-
BHasl pasHylla B JAHHOM CJIy4ae COCTOMT B TOM, uro ¢pasa Hean eepuyics cma-
puKom €CTh PEe3yJbTaT ABOMHON IIPEIUKAI[IH, KOTOpas o0pasyercs U3 KOMOHHH-
POBaHHOI TpaHchOPMaANUU ABYX AAEPHBIX TpeIoyKenuit: Hean eepryca v Hean —
cmapuk, B TO BPEMsI KaK OCTaJIbHbIE (hpasbl SIBJISIFOTCA MPOCTHIMH ITaCCUBHBIMH
TpaHchOpMamMy (HAIIPUMED, HENB3sT BBIBECTH 3a/4 0c8eufaemcs QHOHAPUKaMU U3
COUETAHUN 3a4 océeujaemcsa U 3ai — PoHapuru) 2.

Wyjaénienie to, jesli pominaé réznice w terminologii, w duzym sto-
pniu pokrywa sie na przyklad z interpretacja A. N. Gwozdiewa, autora

2 Inwariant semantyczny jako podstawe analizy transformacyjnej wyraznie
eksponuja: Z. S. Harris, ktéry wprowadzit do jezykoznawstwa metode transformacyjna
(p. jego artykul: Co-occurence and transformation in linguistie structure, Language 33,
1957, nr 3; przeklad ros.: Hosoe 6 aunzeucmuxe, Bbm. 2, Mocksa 1962, s. 541), A. Reich-
ling (w pracy: Principles and methods of syntax: Cryptoanalytical formalism, Language 10,
1961, nr 1, s. 14) i in.

3 Op. cit., przeklad ros., s.649—650.
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tradycyjnego kursu jezyka rosyjskiego ¢ Gwozdiew, podobnie jak i inni
przedstawiciele jezykoznawstwa tradycyjnego, zupelnie §wiadomie sto-
suje w badaniach jezykoznawezych intuicyjng analize semantyczng. Oczy-
widcie, wniosku o podwéjnej predykacji, z ktérego wynika zblizenie dwdoch
konstrukeji Hean eepmyaca i Hsan — cmapux, nie sposéb wyciagnaé bez
bezposredniego odwolania si¢ do semantyki, do czego przedstawiciele gra-
matyki transformacyjnej nie chea sie przyznaé.

A. Tsaczenko, chege uwolnié sie od inwariantu semantyeznego, wpro-
wadza pojecie ekwiwalencji, przez co rozumie ,,3axoromepHy10 3aMEHMMOCTH
WIEHOB B Pa3HBIX KOHCTPYKTHUBHBIX MOmeIsax“. ,B srom cmbiciae — pisze on —
wrenbl I'— W3y (nocmpous 0om) MOryT OBITH B JPYroil MOZEIH 3aKOHOMEDHO
3ameHeHpl wieHamu My, — I'y (Oom nocmpoen) wmu unenamu U, — Hyoy (noc-
mpotika Ooma). JIpU3HAK 3aMEHHMOCTH UJIEHOB IIPU Ilepexoje M3 OJHOH KOH-
CTPYKTHBHOM MOJENIM B JPYIyIO [eJIaeT CChbUIKY Ha CEeMaHTHUYECKHE IIPHU3HAKHU
H3JMIIHeH* 5.

Nalezy jednak podkreslié, ze modele, ktére Isaczenko zapisuje za
pomocy symboli i indekséw form morfologicznych, sa w znacznym stopniu
zewnetrznym wyrazem wewnetrznej organizacji planu syntaktyczno-
-semantycznego jezyka. Te my§l potwierdza konkretna analiza materiatu
jezykowego, przeprowadzona przez Isaczenke, ktéra pod wieloma wzgle-
dami wyraznie przeczy jego deklaratywnym zapewnieniom o wyelimino-
waniu z analizy jezykowej nie tylko pojecia inwariantu semantycznego,
lecz réwniez takich, jego zdaniem, ogélnych i terminologicznie ,zawoalo-
wanych“ kryteriow semantyeznych, jak ,schemat strukturalny*, czy ,zna-
czenie strukturalne“.

Z jednej strony Isaczenko twierdzi, ze pojecie ekwiwalencji moze
byé okreélone formalnie, z drugiej za$§ — odwoluje si¢ bezposrednio do
znaczenia, aby udowodnié brak stosunku ekwiwalencji miedzy zdaniami
Maavuux 6sia 6onen i Mavuux 6osen. Jego zdaniem konstrukeje te nie sg
ekwiwalentne, poniewaz nie ma miedzy nimi zwigzku gramatycznego i nie
moga byé jednakowo rozwiniete syntaktycznie. To ostatnie kryterium
oznacza, ze na przyklad mozna powiedzieé po rosyjsku Ow 6oses mockoi
no pooune, lecz w zadnym wypadku *Ow 6Gosen mockoii no podune.

Ale przeciez z czysto formalnego punktu widzenia prawidlowa bedzie
nawet konstrukeja ,rosyjska“ *Ow mnanucan mockoit no 3emae 1 niepra-
widlowa *Owua bosea mockoit no pooune.

Rozlozenie transformy zlozonej IIpuexas ¢ Mocrey, Cepéaca pacmepsica
na skladniki wyjsciowe Cepéoca npuexas ¢ Mockey i Cepéoca pacmepsaica

¢ Por. A. H. I'Bosnes, Cospemennviii pycckuii aumepamypuuiii s3vik, dacts 1I. Cun-
maxcuc, MockBa 1958, s. 62—63.

5 A. B. Ucauenko, Tpaucopmayuonnsiii aGHAAU3 KPAMKUX U NOAHBIX NPUAAAMENBHLX .
Hccaedosanun no cmpyxmyproi munosozuu, Mocksa 1963, 8. 68.
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i wprowadzenie do modelu tej transformy wariantu zerowego [por. przy-
toczong transforme zlozona z jej modelem MYy — I'yup — p — iy —
ny, — I'*, w ktérym Hy, jest wariantem zerowym Hgy (Cepéoca)] nie byloby
mozliwe, gdyby Isaczenko nie uwzglednit nastepujacej zaleznosei, wypty-
wajacej bezposrednio z planu syntaktyczno-semantycznego: uzycie zwrotu
imiesfowowego, zespolonego ze zdaniem, jest mozliwe tylko w tym wy-
padku, jesli podmiot logiczny (semantyczny) zwrotu i zdania jest ten sam.

A wiec twierdzenie, ze model wspomnianej transformy ztozonej po-
wstal w wyniku analizy formalnej, jest niczym innym, jak przenoszeniem
wlagciwosei syntaktyczno-semantycznych do planu formalnego jezyka.

Nie udalo si¢ réwniez Isaczence wyeliminowaé z analizy jezyka in-
wariantu semantycznego. Wprawdzie na przykladzie zdan rosyjskich Owx
6sis Gonen i On Gosen autor wykazuje, ze niektére konstrukeje, polaczone
inwariantem semantycznym, nie sa ekwiwalentne, nie przytacza on jed-
nakze analizy struktur ekwiwalentnych pod wzgledem formalno-grama-
tyeznym, lecz catkowicie réznych pod wzgledem semantyecznym. Jak juz
moéwiliSmy, kryterium, polegajace na badaniu zdolnosei ekwiwalentnych
struktur do jednakowego rozwijania skladu syntaktycznego polega na
intuicyjnym rozréznieniu wilagciwosei semantycznych jezyka. Jesli nato-
miast chodzi o kryterium, polegajace na zachowaniu zwiazku gramatycz-
nego miedzy ekwiwalentnymi strukturami, to jest ono rozumiane przez
Isaczenke bardzo szeroko — badz jako réznego typu derywacja, badz tez
jako przynalezno$¢ do tego samego typu paradygmatycznego (por.:
NOCMPOUR 00Mm ~ 00M DblL NOCMPOEH ~ NOCMPOUKA 00MA; Y MAMbL €Cb KOMHAMA ~
MAMUHA KOMHAMA; CMOA COEAAH U3 Oepesa ~ OepeAHHbIE CMOL; YHeHUK Ccnocober
K pabome ~ pabomocnocobHviti YueHuK; A3bIK PYCCKUX ~ pyccKkuil A3vik). Zia-
tem — wprowadzona przez Isaczenke zasada ekwiwalencji praktycznie
nie eliminuje z analizy transformacyjnej inwariantu semantycznego, ogra-
nicza jedynie spis ekwiwalentnych struktur do takich zachowujacych in-
wariant semantyczny ciagéw transformacyjnych, ktoérych skladniki po-
zostaja jednocze$nie w zwigzku gramatycznym.

Préba usuniecia semantyki z analizy jezyka, ktéra sie nie udala
autorom prac transformacyjnych ¢, doprowadzila do konieczno$ci pod-
fwiadomego uwzgledniania zaleznofci syntaktyczno-semantycznych, prze-
jawiajacego sie w uzaleznieniu ciggu transformacyjnego od inwariantu
semantycznego, a takze w przenoszeniu wlasciwosei semantycznych do
‘planu formalnego, co z kolei odbilo si¢ bardzo niekorzystnie na badaniach

¢ Por. analize z tego punktu widzenia referatéw, wygloszonowych na V Miedzy-
narodowym Zjezdzie Slawistow, w pracy: C. HN. Csatxosckuil, Ocnosusie npobrems:
cunmaxcuca na V MeowcdynapooHom csesde caasucmos, Bonpocst A3bIKO3HaHuA, DT 3, 1964.
W pracy tej zwrécilem juz uwage na podstawowe nieporozumienia, zwiazane z zasto-
sowaniem metody transformacyjnej.
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semantycznych, jak réwniez na poznaniu rzeczywistych wiasciwosei planu
formalnego i stosunkow istniejacych miedzy dwoma planami jezyka.

2. Drugim powaznym nieporozumieniem, zwigzanym z zastosowa-
niem metody transformacyjnej, jest przenoszenie wilasgciwosci planu for-
malnego do planu semantycznego. W jednym z artykulow J. D. Aprie-
siana czytamy: ,Ecmu oxaseiBaercs, uTO0 pasHble (pasbl JIOIYCKAIOT OHU.
U Te >Ke TpaHchOpManuM, TO SAPA, OTHOCHTEIBPHO KOTOPHIX OHHM CPaBHUBAIOTCH,
CEMAaHTHUYECKH OTOXKJIECTBJIAIOTCA. ECiIM OKasbIBaeTcs, uro pasHble (paspl xa-
PAKTEpU3YIOTCA PasHbIMM TpaHCHOpPMANUAMU, SAPA, OTHOCHTEJIHFHO KOTOPBIX OHHU
CPaBHHBAIOTCA, CEMaHTHUecKH pasrpanunuuBaiorca® . Wychodzac z tego za-
lozenia, Apriesian analizuje dwie konstrukeje: Ouw nuwem wac i On nu-
wem nucomo, przy czym chodzi mu o ustalenie znaczenia ,jader* tych
konstrukeji, tj. znaczenia formy czasownikowej muwem. Poniewaz, jego
zdaniem, konstrukeja druga posiada transforme pasywna (ITucomo nu-
wemca um), @ z pierwszej takiej transformy wyprowadzié nie mozna,
forma nwwem ma we wskazanych przypadkach rdézne znaczenia: w kon-
strukeji pierwszej — nietranzytywne, w drugiej za§ — tranzytywne.

Autor, pozostajac zapewne pod wplywem skladnikéw formalnych,
nie uwzglednit jednakze tych skladnikéw semantycznych, ktére nie majg
tu wykladniké6w formalnych. Konstrukeja Ox nuwem uac zawiera skladnik
semantyezny, ktorym jest przedmiot nieokres§lony: Ow nuwem (umo-mo)
uac. Potwierdza to analiza pozycyjna obu predykatéw, z ktorej wynika,
ze skladniki semantyczne wac i nucsmo zajmuja rézne pozycje syntak-
tyczne (tj. zachodzi miedzy nimi stosunek koniunkecji: On nuwem nucemo
vac), natomiast przedmiot okre§lony nucsmo i przedmiot nieokre§lony
umo-mo (formalnie nie wyrazony) zajmuja te samg pozycje syntaktyczna.
(tj. zachodzi miedzy nimi stosunek dysjunkeji: Ow numwem nucomo|
umo-mo uac). A wiec w planie semantycznym analizowane konstrukeje
wyjsciowe posiadaja transformy pasywne (por.: O nuwem nucomo — ITucomo
nuwemcs umy; On nuwem (umo-mo) uac — (Umo-mo) nuwemcs um vac), 7 Czego
wynika, ze w obu tych przypadkach forma czasownika nuwem ma znacze-
nie tranzytywne.

W innej pracy Apriesian, cheac potwierdzié poglad, ze jednym z naj-
bardziej pewnych sposobéw ustalenia ukrytej struktury logicznej zdan
jezyka naturalnego jest analiza transformacyjna, poréwnuje dwie kon-
strukeje: JTroou mvicasm i Jlroou cywecmeyrom 8, Poniewaz, jego zdaniem, po-
siadaja one rézne mozliwosei transformacyjne, nalezy je rozpatrywaé jako
rézne typy syntaktyczne. To, ze msicaums jest predykatem, a cywecmeosamo

7 10. O. Anpecsasd, O nowamuax u memodax CmPyKmypHou ackcuxonozuu, ITpobiemvr
cmpykmypHoti aunzeucmuxu, MockBa 1962, s. 153.

8 1O. I. Anpecan, Cospemennble memoobi UYYEHUA 3HAUEHUN U HeKomopvle npobaemst
mpyrkmypHou auneeucmuxu, ITpobremer cmpykmypHoi aunzeucmuxu, MocksBa 1963, s. 144.
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nim nie jest, wynika z transformacji JIwdu mecaam — JIrodu meicaumenu
i z braku analogicznej transformacji w wypadku Jrou cywecmsyrom.

Widzimy znowu, ze przenoszenie wlasciwosci formalnych do planu
semantycznego jest przyczyng niestlusznego pogladu na strukture seman-
tyczng analizowanych zdan. W planie semantycznym mozliwoseci transfor-
macyjne obu tych zdan sa jednakowe, a brak transformacji w rodzaju
*JTwoou cywecmeosamenu jest podyktowany wzgledami czysto morfologicz-
nymi (zewnetrznymi). Po prostu w danym wypadku nie ma formacji
stowotwérezej na -mem w jezyku rosyjskim. Predykat ten jako wartosdé
logiczno-semantyczna istnieje, tylko morfologicznie jest wyrazony inaczej:
Jr0ou—cyuecmsa ®.

Jak z powyzszego wynika, gldwne nieporozumienia zwigzane z za-
stosowaniem metody transformacyjnej polegaja z jednej strony na uza-
leznieniu transformaecji ,formalnych® od inwariantu semantycznego
i — w konsekwencji — przenoszeniu wlasciwosci semantyeznych do planu
formalnego, z drugiej za§ — na przenoszeniu wlagciwosei planu formalnego
do planu semantycznego jezyka. Skutkiem tego zupelnego pomieszania

dwdéch planéw jezyka jest powazne obnizenie stopnia adekwatnos$ei badan
lingwistycznych.

II. Opisane nieporozumienia sa bezposrednim nastepstwem przyje-
tego przez przedstawicieli gramatyki transformacyjnej pogladu na jed-
nostke jezyka jako na twor heterogeniczny, tj. dwustronny, skladajacy
sie z dwoéch nierozlgeznych elementéw: znaczenia i formy. Taka kon-
cepeja jednostki jezyka stala sie przestanka dla przypuszezenia, zZe na
podstawie réznych operacji nad formami jezyka mozna zbadaé cata jego
strukture, w tym réwniez semantyke.

Ot6z takie wlag§nie rozumienie jednostki jezykowej leglo u podstaw
Kursu jezykoznawstwa ogdlnego F. de Saussure’a, ktory -niejednokrotnie
podkreglat, iz zaréwno jednostka jezykowa, jak i jezyk w ogéle sg tworem
heterogenicznym skladajacym sie z dwéch niejednorodnych elementéw —
znaczonego i znaczacego, miedzy ktérymi istnieje zwigzek konwencjo-
nalny. Ten punkt widzenia podziela (przynajmniej teoretycznie) przewa-
zajaca wiekszo§é wspolezesnych jezykoznaweow.

Niemniej jednak mimo licznych wysitkéw nikomu dotychezas si¢ nie
udato zidentyfikowaé na gruncie heterogenicznym takich znakowych

® Warto podkreslié, ze niedawno wydana ksigzka Apresiana poswiecona mozli-
wosciom zbadania semantyki czasownika rosyjskiego przy pomocy analizy transforma-
cyjno-dystrybucyjnej, charakteryzuje si¢ znacznie wieksza ,orientacja“ na plan seman-
tyezny jezyka (por.: YO. II. AupecsaH, DKcnepumenmanshoe UCCAC006aHUE CEMANMUKU DPYC-
€xo20 2nazona, MockBa 1967).
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sjednostek® jezyka, jak wyraz czy zdanie'®. Powszechnie wiadomo, ze
wszystkie istniejace definicje tych ,jednostek“ nie wytrzymuja préby
krytyki naukowej. Wydaje sie, ze wszelkie dalsze wysilki zmierzajace do
identyfikacji takich ,,jednostek® i budowania na ich podstawie teorii beda
prowadzily nie tyle do wzbogacenia naszej wiedzy o jezyku, co do po-
mnazania i tak juz lieznych sprzecznofci w nauce o jezyku, bedacych
W znacznej mierze wynikiem pomieszania wlasciwosci dwéch planéw je-
zyka. Postepy, jakie czyni jezykoznawstwo, sa mozliwe glownie dzieki
temu, ze jezykoznawey, pomijajac coraz czefciej problem identyfikacji
jednostek heterogenicznych jezyka i budowania na ich podstawie kon-
sekwentnej teorii, prowadza w oparciu o rézne robocze pojecia elemen-
tarne konkretne badania materiatu jezykowego, ktére w rezultacie w wiek-
szym lub mniejszym stopniu przyczyniaja sie do zglebienia wladciwosei
planu semantycznego lub formalnego, lub tez wzajemnego wspoldziatania
dwoch planéw jezyka. Rzecz jasna, postepy te bylyby znacznie wieksze,
gdyby ogélnie przyjety w jezykoznawstwie poglad na charakter funkejo-
nujacych w jezyku jednostek byl adekwatnym odbiciem rzeczywistosei
jezykowej. Woéwezas jezykoznawey, majac trafng orientacje, mogliby
przystapié do bardziej efektywnych badan, ktore doprowadzilyby do
jednoznacznej identyfikacji tych jednostek.

Nie ulega watpliwosci, ze jezyk naturalny, podobnie jak kazdy inny
system semiotyczny, jest zjawiskiem heterogenicznym — w przeciwnym
razie nie moglby spelniaé swej funkeji komunikatywnej. Ale z tego faktu
bynajmniej nie wynika, ze jednostki funkecjonujace w nim leza réwniez
w sferze zjawisk heterogenicznych. Wrecz przeciwnie. Poniewaz w jezyku
jako zjawisku heterogenicznym, z jednej strony, miedzy poszczeg6lnymi
elementami planu semantyecznego i planu formalnego istnieje zwiazek kon-
wencjonalny, z drugiej za§ — wladciwosei planu semantyecznego zasad-
niczo si¢ réznig od wlasciwosei planu formalnego (wniosek ten znajduje
pelne potwierdzenie w przeprowadzonej wyzej analizie prac transforma-
cyjnych), jednostki jezykowe leza w sferze zjawisk homogenicznych.

Jezyk jest wiec tworem heterogenicznym, bardzo skomplikowanym,
skladajacym sie z dwéch réznych, lecz polgezonych ze sobg zwigzkiem
semiotycznym planéw jednostek homogenicznych: semantycznych i for-
malnych. Zatem — identyfikacja jednostek semantycznych i stosunkow
istniejacych miedzy nimi nie moze byé utozsamiona z identyfikacja jed-
nostek planu formalnego i stosunkéw miedzy jednostkami formalnymi.
Trzecim bardzo waznym aspektem badarn lingwistycznych jest- analiza

10 Tzw. teorii wyrazu poSwiecono niezliczong wprost ilo§é réznego rodzaju prac,
a w znanej ksiazce J. Riesa, Was ist ein Satz? (Prague 1951) znajdujemy 139 definicji
zdania.

Biuletyn Pol. Tow. Jez. z. XXVIII 12
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stosunkéw miedzy dwoma planami jezyka (konwencjonalnych i niekon-
wencjonalnych, symetrycznych i niesymetrycznych i in.). Analiza ta po-
zwala stwierdzié, ze informacja, jaka moze by¢ wytwarzana przy pomocy
systemu jezykowego, jest wypadkowa wzajemnego wspéldziatania jed-
nostek homogenicznych jezyka. Natomiast mowa (tekst) jest wypadkowa
wspo6ldziatania informacji jezykowej z nastepujacymi czynnikami: kon-
tekstowym, konsytuacyjnym oraz indywidualnym. Dzialanie czynnika
indywidualnego, sprowadzajacego sie do woli méwigcego, polega na wy-
borze jednego z mozliwych w danym systemie sposobéw wytwarzania in-
formacji jezykowej oraz na ustaleniu proporeji miedzy ta informacja i po-
zostalymi ezynnikami.

Zar6wno zalety, jak i niedostatki tej koncepcji badawezej moga byé
ujawnione tylko w trakcie konkretnych badan empirycznych. Wydaje
sie rzecza pewna, ze koncepcja ta gwarantuje bardziej zréznicowane moz-
liwosci badania trzech réznych aspektéw struktury jezyka, prowadzace,
z jednej strony, do okreglenia specyficznych wladciwodci kazdego z nich,
z drugiej za§ — do niezmiernie waznego dla jezykoznawstwa wyodrebnie-
nia zjawisk uniwersalnych, wystepujacych we wszystkich jezykach (glebsze
warstwy planu semantycznego, a takze te zjawiska dwoch pozostatych
aspektow jezyka, ktore sg skutkiem wplywu planu semantycznego na
plan formalny jezyka), od zjawisk partykularnych, charakterystycznych
dla grup jezykowych lub poszczegélnych jezykow.

Jednocze$nie koncepcja ta umozliwia réznicowanie metod badaw-
czyeh w zaleznofei od specyfiki poszezegélnych aspektow struktury jezyka.

Spéjrzmy z tego punktu widzenia. na metode transformacyjng.
Latwo sie przekonadé, ze istnienie ciggéw transformacyjnych, zachowuja-
cych inwariant semantyezny, jest wladciwocia planu syntaktyczno-
-semantycznego. Potwierdzaja to wskazane przyklady z prac transforma-
cyjnych. Rozpatrzmy tu ponadto jeszcze dwa ciggi transformacyjne:
1) Pisarz zaprasza na spotkawie autorskie — Zaproszenie pisarza na spotka-
nie autorskie; 2) Pisarza zaprasza sig na spotkanie autorskie — Zaproszenie
pisarza na spotkanie autorskie. Widzimy wiee, ze ta sama struktura for-
malna — Zaproszenie pisarza na spotkanie autorskie — wyraza dwa roézne
zdania (predykaty), funkejonujace w planie semantyeznym. Fakt, ze wa-
runkiem rozréznienia tych predykatéw jest ich przynaleznosé do réznych
ciagéw transformacyjnych, potwierdza semantyczny charakter transfor-
macji jezykowych, ktéry wynika z samej istoty (natury) zdania jako uni-
wersalnej jednostki planu semantycznego jezyka .

Poniewaz cigg transformacyjny jest specyficznym zjawiskiem planu
semantycznego, metoda transformacyjna moze byé¢ efektywnie wykorzy-

1 Por.: 8. Siatkowski, Sur la nature dela proposition, Actes du X¢ Congrés Inter-
national des Linguistes, Bucarest, 28 aotit—=2 septembre 1967, Bucarest 1967.

el
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stana tylko do badania wladciwosci semaniycznych jezyka. Warto pod-
kreflié, ze wielu wybitnych autoréw (Chomsky, Postal i in.) w swych ostat-
nich pracach z zakresu gramatyki transformacyjnej (generatywno-transfor-
macyjnej) przejawia coraz wieksze zainteresowanie semantyka, stopniowo
uwalniajac sie od wciaz jeszceze widocznego wplywu form, krepujacych
i znieksztaleajacych analize semantyczng. Swiadeza o tym powszechnie
znane badania amerykanskich transformacjonalistéw, uwiericzone wieloma
cennymi wynikami, nad struktura ,gleboka“, lezaca w sferze zjawisk
semantycznych.

Granice poznawcze metody transformacyjnej zarysowuja sie dosé
wyraznie i mozna je tu okreflié. Sprowadzaja sie one do identyfikacji
klas struktur syntaktyczno-semantycznych z dokladnogcia do ustalenia
miedzy nimi tozsamofei lub réznicy kategorialnej. Ocene te potwierdza
lektura wspomnianej pracy Apriesiana o eksperymentalnych badaniach
semantyki czasownika rosyjskiego. Poznanie innych wlagciwosei struktury
semantycznej jezyka (identyfikacja jednostek semantycznych, stosunkéow
miedzy tymi jednostkami i in.) przekracza mozliwosci metody transfor-
macyjnej. Wilasciwosei te muszg byé badane przy zastosowaniu innych
metod, odpowiadajacych wymogom analizy semantycznej.

O ile przedstawiciele gramatyki transformacyjnej sklonni s do wy-
olbrzymiania przydatno§ci metody transformacyjnej, niektérzy ich prze-
ciwnicy w.ogéle neguja te przydatno§é. Przeprowadzona analiza upewnia
nas w przekonaniu, iz metoda ta w wypadku wlasciwego jej zastosowania
moze staé sie skutecznym narzedziem poznaweczym w badaniach jezyko-
znaweczych.

DE CERTAINS MALENTENDUS DANS L’APPLICATION-DE LA METHODE
TRANSFORMATIONNELLE

Résumé

Les malentendus fondamentaux, résultant d’'une application incorrecte de la
méthode transformationnelle qui peut rester en certains aspects bien effective, consistent,
d’une part, sur la dépendance de transformations ,,formelles“ d’un invariant sémantique
et — en conséquence — sur le transfert des propriétés sémantiques sur le plan formel, et
d’autre part — sur le transfert des propriétés formelles sur le plan sémantique de la langue.
Ces malentendus dont la raison est un avis inadéquate sur la structure de I'unité de la
langue dominant dans la linguistique moderne, contribuent en conséquence & ce que
les expériences linguistiques sont sensiblement moins adéquates.

12*
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MARIA ZAREBINA
Zaburzenia w kategoriach morfologicznych w afazji

Zaburzenia kategorialne wystepuja w afazji w jednym jej typie, tym
mianowicie, ktéry towarzyszy rozbiciu zwiazkéw asocjacyjnych, para-
dygmatyecznych. Zacznijmy wigee od dwoéeh definicji. Beda to: definicja
zwigzku paradygmatycznego oraz definicja systemu jezykowego ze wzgledu
na systemy czgstkowe.

mParadygmatyczne stosunki“ (inaczej asocjacyjne) — czytamy
w Stowniku terminologii jedykoznawczej' — 83 to ,stosunki zachodzace
miedzy elementami systemu jezykowego, ktére na podstawie wspélnej
cechy (formalno-znaczeniowej albo tylko formalnej, albo wreszcie tylko
znaczeniowej) kojarza sie w §wiadomogsci méwiageych. Np. w jezyku pol-
skim forma pisamie kojarzy sie z jednej strony z takimi, jak pisania,
pisaniu, pisaniem itd. (calty paradygmat deklinacyjny tego wyrazu; stad
nazwa paradygmatyezne stosunki), dalej z takimi, jak pisaé, pisze, pismo,
pisemny, pismiennictwo itd. (wsp6lny pierwiastek), z drugiej strony z ta-
kimi, jak czytamie, skakanie, spamie itp. (wspélny przyrostek -amnie), ale
ponadto i z takimi, jak bazgrawnie, gryzmolenie itp. (tylko analogie zna-
czeniowe) czy nawet panie (1. mn. od pani), *anie (rodz. nij. od tans) itp.
(tylko wspdlna forma dzwiekowa wyglosowej cze§ci wyrazu; ten ostatni
wypadek jest rzadki i nie gra wiekszej roli dla rozwoju jezyka. Elementy
paradygmatyeczne sg podstawialne na podstawie wspodlnej cechy i pozwa-
laja w ten sposéb wydziela¢é w ciggu wypowiedzeniowym elementy nie-
podstawialne, czyli syntagmatyczne“.

I druga definicja, dotyczaca podsystemoéw jezyka wedlug Hocketta 2:
wJezyk stanowi zlozony system zwyczajow. System ten jako calo§é roz-
pada si¢ na pieé zasadniczych podsystemow, z ktérych trzy sa centralne,
a dwa peryferyczne. Trzy systemy centralne to: 1, system gramatyczny:

1 Z. Golab, A. Heinz, K. Polanski, Slownik terminologii jeeykoznawczej, War-
szawa 1968.

2 Ch. F. Hockett, Kurs jezykoznawstwa wspdlezesnego. Przeklad z angielskiego,
Warszawa 1968, s. 159/160. '
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zas6b morfemoéw i kombinacji, w jakich morfemy te wystepuja w jezyku;
2. system fonologiczny: zaséb foneméw i kombinacje, w jakich fonemy
te wystepuja w jezyku; 3. system morfonologiczny: kod wigzacy
systemy gramatyczny i fonologiczny. Okre§lamy je jako centralne, po-
niewaz nie maja one bezposredniego kontaktu ze §wiatem pozajezykowym,
w ktérym odbywa sie proces méwienia. (...) Dwa podsystemy peryferyczne
to: 4. System semantyeczny, ktéry asocjuje rézne morfemy, polgczenia
morfeméw i kombinacje, w jakich morfemy moga wystepowaé z rzeczami
i sytuacjami lub typami rzeczy i sytuacji; 5. System fonetyeczny: spo-
soby, z pomocg ktérych poprzez artykulacje méwigcy zamienia ciaggi fo-
neméw w fale glosowe, a sluchajacy dekoduje je z sygnatéw mownych.
Podsystemy peryferyczne réznig sie od centralnych tym, ze oddzialywaja
zaréwno na $wiat pozajezykowy, jak i na-podsystemy centralne. System
semantyczny z jednej strony wplywa na podlegly bezpoSrednio obserwacji
gwiat fizyezny i spoleczny, w ktérym zyjemy, z drugiej strony na system
gramatyeczny jezyka‘.

Ot6z jesli w afazji wskutek uszkodzen centralnych moézgu zaburzone
zostaja w jezyku zwigzki paradygmatyczne, powoduje to zaburzenie
systemu semantycznego jezyka ®. Scharakteryzuje je w paru stowach jako
tlo zaburzen kategorialnych, ktére maja byé tematem niniejszego artykutu,
Wyrazy przestaja si¢ odnosié w sposéb konwencjonalny i staly do okre-
§lonych zjawisk rzeczywistodei pozajezykowej. W pierwszym rzedzie do-
tyczy do wyrazéw nazywajgeych, w tym gléwnie rzeczownikéw, takze
przymiotnikéw. Afatyk nazywajac przedmioty zastepuje nazwe wla-
Sciwg przez przylegla znaczeniowo, np. kura zamiast kaczka; lokied za-
miast kolano; zielony zamiast 2olty, prawy zamiast lewy albo przez przy-
leglo§é formy dzwiekowej wyrazu: lyzwy zamiast tyzki, broda zamiast
$roda, tysiqe zamiast miesiqe; wigkszy zamiast ciemniejszy, czarny zamiast
czerwony. 1 tak np. méwi w swobodnej wypowiedzi (mowa o oszezypku):
To jest ten konski #0tty chleb zamiast owezy ser. To samo dzieje sie, choé
rzadziej, z czasownikami, w stadium afazji zaawansowanej; np. zastepstwo
przez przyleglo§é znaczeniows: pisze¢ zamiast mowie, przez przyleglosc
formy dzwigkowej: przyjmie zamiast przypomni. Zastepowane bywaja
réwniez przyslowki: weczoraj zamiast jutro i na odwrét, przedtem zamiast
potem i na odwrot.

Zastepowanie (substytucja) wystepuje tez w czeSciach mowy sze-
regujacych, liczebnikach. Pacjent powtarza inne liczby niz mu sie

3 Autorka przedstawia tu wnioski z wlasnych badai nad tym typem afazji przyj-
mujae jako punkt wyjscia podzial R. Jakobsona na afazje selekeji i hierarchii z roz-
dzialu Podstaw jezyka (wspélnie z M. Hallem; przeklad z angielskiego, Wroclaw—
‘Warszawa—Krakow 1964), pt.: Dwa aspekty jeeyka i@ dwa typy zaklécen afatyczmych,
8. 107—133.
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dyktuje, np. 100 razy 100 zamiast 2+ 2, albo 20 zamiast 12 (podobienistwo
formy), w mowie od siebie méwi np.: Wnuczka ma 90 lat i chodzi do 7 klasy.
Zastepuja sie niekiedy miedzy sobg liczebniki gléwne i porzgdkowe,
np. Dzi$ jest 15 zamiast pigtnastego, nawet zbiorowe moga wystapié
w miejscu gléwnych, np. § razy 5 jest dwadziescia pigcioro. Wyrazy wska-
zujace s3 najtrwalsze. Przy rozbiciu zwiazkdéw paradygmatyeznych
zwykle silniej zachowane sa zwiazki syntagmatyczne, a w zwigzku z tym
schemat zdaniowy. W jego sklad obok przyimkoéw i spdjnikéw wyrazaja-
cych stosunki skladniowe wchodza wladnie gléwnie wyrazy wskazujace,
zaimki jako uogélniajace substytuty zaburzonych rzeczownikéw, np. A to
jest ten, co si¢ wktada do tego. Mimo to zdarza sie niekiedy substytucja
w obrebie réznych rodzajéw zaimkéw, np. osobowych i rzeczowych:
Ja nie wiem wikt zamiast nic; kto zamiast co. Bywaja takze, choé rzadko
substytucje w obrebie réznych rodzajéw przyimkéw, a wiec morfemow
luznych, wtedy gdy maja one konkretng tre$é leksykalng, np. wsrod
przyimkéw miejsca: Obraz wisi wyzej pod (zamiast nad) umywalkq. Podobnie
na zastepuje pod, od zastepuje do itp.

Te substytucje wystepuja w emisji mowy, gdy pacjent nazywa,
gdy powtarza, gdy méwi od siebie, gdy czyta, ale takze w jejrecepcji.
I tak obiekt, ktéremu polecono wymienié dni tygodnia, wymienia mie-
sigce albo kolejne liczby; jezeli dyktujemy mu dziatanie liczbowe,
np.: 10 — 4 zastepuje przystéwek mmniej znaczeniem ‘wiecej’ i odpowiada:
Jest 14; dyktujemy dzielenie, on w odpowiedzi méwi: To odejme, czyli
substytuuje jeden czasownik innym; pytamy np. Gdzie jest koe, on po-
kazuje nam poduszke (substytucja rzeczownika); polecamy polozy¢ ksiazke
pod zeszytem, a on kladzie na zeszycie (substytucja przyimka); polecamy
wyjaé & zapalek z pudelka, on wyjmuje 2 (substytucja liczebnika); pro-
simy, zeby pokazal gdrne z¢by, on pokazuje dolne (substytucja przy-
miotnika).

Mechanizm substytucji, dodajmy blednej substytucji (bo nie z wla-
$ciwej serii paradygmatycznej, np. z serii synonimicznej, tylko z tego
samego pola semantycznego lub formalnego czyli zastapienie zwigzkiem
syntagmatycznym), nie jest jedynym, ale jest gléwnym mechanizmem
bledéw towarzyszacych rozbiciu zwigzkow paradygmatyeznych; obok
niego istnieja uogoélnienia (zwlaszeza wiréd czasownikéw, np. czasownik
mieé, a u innych obiektéw czasownik robié moze praktycznie zastapié
kazdy czasownik) oraz odpowiedzi typu orzekajacego, np. Wiem, na co
to potrzebne, wtodyd, zakreci¢ zamiast nazwy klucz.

Tak wyglada tlo, na ktérym moga wystapié zaburzenia kategorialne,
wiec rowniez wymienione w tytule morfologiczne (skladniowe wychodzg
poza ramy niniejszego artykulu). Wystepuja one wtedy, gdy rozbicie
systemu semantycznego przedstawia przypadek zaawansowany, tj. obej-
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muje wszystkie lub niemal wszystkie cze$ci mowy oraz zar6wno emisje
mowy, jak jej recepcje. I wlasnie zaburzenia recepcji oraz zaburzenia
kategorialne najsilniej sprawiaja, ze odpowiedzi pacjentéw wydaja sie
otoczeniu nieadekwatne.

Oto przyklady zaburzenia w kategoriach morfologicznych.

Zaburzenia kategorii fleksyjnych. Kategoria liczby. Sa to za-
burzenia bardzo czeste. Poczatkowo uchodza uwadze badajgcego, dopiero
gdy jest wieksza ilo§é przykladéow u tego samego pacjenta, a potem ten
typ zaklécen powtarza sie u innych, zaczynamy przywiazywaé do nich
znaczenie.

Badany zastepuje liczbe mnoga liczba pojedyncza i na
odwrét. Opisujac pokazywane przedmioty lub obrazki, nazywajac je
méwi np. To jest igla, choé naprawde jest to komplet igiel, to jest gruszka,
choé na talerzu lezy ich kilka. Jesli chcemy go poprawi¢ i w tym celu py-
tamy go: jedna?, on nie mowi: igly, gruszki, czy nie jedna, wigcej, ale za-
czyna je liczyé po kolei. Tego typu blednych odpowiedzi mozna poczat-
kowo nie zauwazyé. Natomiast bardzo rzucajy sie w oczy prayklady od-
wrotne, gdy mamy do czynienia z jednym przedmiotem, a badany mowi:
To sq domy, dymki, motyle, zeszyty, ksiaiki, czyli zastepuje liczbe po-
jedynecza liczba mnoga. Te substytucje dotycza gléwnie rzeczowni-
kéw, ale zdarza sie tez podobna odpowiedZ przy przymiotnikach; np. pod-
czas rozmowy na temat stosunkéw rodzinnych i dzieci zapytalam: Kio
jest najstarszy, pacjent, mezezyzna lat 52, z zawodu magazynier, wyksztat-
cenie $rednie klasyczne, odpowiada: Najstarsze dzieci sa... Te substytucje
moga sie tez odnosi¢ do czasownikéw, np. mezezyzna, lat 44, zootechnik,
wyksztalcenie rednie zawodowe, méwi o sobie: Zebysmy tw cz¢sciej przy-
chodzili, tj. w znaczeniu ‘Zebym tu czesciej przychodzil” (Se. na badania,
to by lepie] mowil). Inny pacjent, dr praw, lat 74, pytany o nazwy przed-
miotéw, nie umie ich wymienié. Podpowiadam kaZzda nazwe z osobna,
on nie powtarza, tylko potakuje za kazdym razem mowige: tak samo,
tak samo; potem Zgadzamy sie z catq pewnosciq, zupelnie $cisle, czyli nazwa,
ktoérg ja mu poddaje zgadza sig. Dalej pytam go przy innym przedmiocie:
Jak to si¢ nazywa, on odpowiada. Jak si¢ nazywajq? Inny pacjent, kobieta,
lat 42, mgr farmacji, powtarza za mng zdania zlozone. Ja moéwie: Albo
pojade pociagiem, albo pdjde pieszo. Ona: Albo pojedziemy, albo idziemy.
Inna kobieta, lat 77, rencistka, odpowiadajac na pytanie o nazwe przed-
miotu: Co to jest?, Jak to si¢ nazywa? odpowiada: Zegarek, nie, jakos ina-
czej oni sie mazywajq, to znaczy ‘nazywa si¢’. Inna pacjentka, rencistka
lat 64, wyksztalcenie §rednie, czyta tekst: Co robiq w fabryce, choé w ty-
tule, a potem dwukrotnie w pierwszym zdaniu napisane jest w fabrykach.

Kategoria osoby. Wymieniona juz mgr farmacji moéwi o sobie:
Co ty mdwisz, ty taki stary (réwnoczesnie zmiana rodzaju) uzywajac
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drugiej osoby zamiast pierwszej. Najczestsze jest uzycie osoby
trzeciej zamiast pierwszej. Np. rolniczka, lat 47, wyksztalcenie
podstawowe, méwi o sobie: Antonina Skalska ona jest. Ile latek jej jest?
Meza miata. No robi tak po troszku. Ni moze tak, 2eby robié. Nie wie, jak to
wszystko jest. Inna kobieta gospodyni domowa, krawcowa, lat 41, o sobie:
Bedzie miata trudnosct 2z tym. Wymieniony juz zootechnik o sobie: Pojedzie
do domu. Inny pacjent, inspektor kolejowy, lat 57, o sobie: W Fkazdym
razie zostat zwolniony. I rano wezas wstawat. O swojej zonie: Zona pierwsza
przyszta do miego, jego Zona, czyli ‘do mnie, moja zona’. Podobnie jest
z uzyciem zaimkow odnoszgcych sie do trzeciej osoby zamiast do pierw-
szej u wymienionej juz krawcowej: Jego zigé znaczy ‘moj zie¢ (réwno-
cze§nie zmiana rodzaju). Rzadziej wystepuje uzycie odwrotne osoby
pierwszej zamiast trzeciej. Mezezyzna, lat 72, z zawodu kowal,
powtarza za mng zdanie zlozone: Nie wyszedl, bo bylo zimno jako: Nie
wyszedtem, bo ni miotem wbranio, a wymieniony wyzej magazynier to samo
zdanie powtérzyl jako: Nie wyszedlbym... (rownoczesnie zastepstwo trybu
oznajmujacego przez przypuszczajacy). Wymieniona juz poprzednio ren-
cistka, lat 77, na moje pytanie o nazwe przedmiotu: Co to jest? Jak to sie
nazywa? odpowiada: Ja sie nazywam... Uzycie osoby drugiej zamiast
trzeciej. Wymieniany juz zootechnik powtarza za mna zdanie: Wiem,
Ze dzi$ jest czwartek jako: Wiem, ze jestes dzisiaj w czwartku. Przytaczany
juz dr praw zwraca sie do mnie: Powtdrzysz tak, rozumiesz, prosze ciebie.
‘Gramatycznie biorac jestem osoba druga, tj. odbiorca, ale obowiazujaca
w jezyku polskim konwencja kaze nam do osoby obcej zwracaé sie forma,
trzeciej osoby.

Kategoria rodzaju. Uzycie rodzaju meskiego zamiast zen-
skiego. Przyklady od poprzednich pacjentéw: Kobieta o sobie: Zebym.
cheial juz czytad. Ja byltem. Jak ja zachorowal. Do mnie: Jakze to mowit.
Inna kobieta o sobie: Ja sie nazywam Leon Mielniczek. Do mnie: Niech
on sobie sam szuka, ja nie szukam. Mezezyzna do mnie zwraca sie: Prosze
pana; jeszeze inny: Niech pan powie; jeszeze inny przez pawie kierowniku:
Dajmy temu spokdj, panie kierowniku, obok: prosze pani. Méwi tez nieraz:
Rozumiates, o co chodzi. Przykladoéw uzycia rodzaju zenskiego w miejsce
meskiego nie mam, a raczej mam od jednego pacjenta, ktory wszakze nie
przedstawia typowej afazji z rozbiciem zwigzkéw paradygmatycznych,
zatem przyklad niejasny. Jak sie zdaje, rozmawia tylko z zona, uczac sie
od niej na nowo moéwié i powtarza formy, ktérych ona uzywa, zreszta
sam te formy poprawia.

Kategoria czasu. O ile w kategoriach rodzaju i osoby przyklady
83 jasne i niedwuznaczne, o tyle uzycie czaséw w jezyku polskim w roz-
nym znaczeniu sprawia, ze ewentualne odstepstwa od reguly nie muszg
byé weale uderzajace. Tak wiee, jeSli czasem opowiadania jest czas teraz-
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niejszy, to oczywiécie nie jest bledem uzycie go w znaczeniu przeszloci,
nawet je§li proporcjonalnie bedzie to uzycie czestsze niz w jezyku bez
zaburzeni. Dopiero gdy badany uzyje czasu terazniejszego zamiast
przesziego w powtarzaniu, zauwazymy taka substytucje, np.: Méwie
z poleceniem powtdrzenia: Koledzy przyjechali..., on powtarza Koledzy
przyjezdiajq. Bardziej instruktywne sg przyklady odwrotnego uzycia,
tj. czasu przeszlego w miejsce i W znaczeniu terazniejszego; np.: Ale teraz
byla tragedia. Male umarto © przy tym (‘po tym’) dziecku nie mogla mieé
dzieci, czyli w znaczeniu ‘po tym dziecku nie moze mieé¢ dzieci’. Inny
pacjent stale wtraca do rozmowy: Rozumialas o co mi chodzito, czyli za-
miast potocznego rozumiesz, o co chodzi. Kiedy indziej: Nie to sig rozma-
wiato ‘nie o tym mowa’: kiedy indziej ogladajac obrazek: No, co tam bylo,
po chwili sie poprawia: No, co tam jest na tym, albo zagaja dluzsza wypo-
wiedz: Chodzito o to, wiec w znaczeniu ‘chodzi o to’. Moze tez byé uzyty
czas przyszly w znaczeniu terazniejszego z zastosowaniem uogélniajgcego
czasownika mieé¢, np. To bedzie mieé na... ‘to jest, znajduje sie na’; Jak
bede miat? “Jak to sie nazywa?’ Gdzie bede miat? “Gdzie to jest?” Moga byé
polaczone z sobg wspéirzednie dwa rézne czasy, np. kobieta lat 57, ogrod-
niczka, opowiada: Wige si¢ zebratam i pdjde spac. Ja wstatam do godziny,
ja wezme motyke, on weimie grabie. Czlowiek to sig¢ opiera o porecz i ze-
szedt tak.

Nie ma zaburzen w kategorii przypadka. Wprawdzie zdarza sie
niewla$ciwe uzycie przypadkéw, np.: Juz w tamtym latu, ale jest to wyni-
kiem kontaminacji skladniowej: W tamtym roku - w lecie; Tu z tej gorze
kontaminacja form w tej gdrze + 2 tej gory, wige mechanizm tego bledu
jest inny niz opisanych poprzednio zaburzen, o czym bedzie jeszcze mowa.

Zaburzenia w kategoriach stowotwoérczych. U niemal wszyst-
kich badanych, gdzie rozbity jest system semantyeczny, wystepuja demi-
nutywa, u niektérych réwniez jakby augmentatywa,(tj. formacje bezprzy-
rostkowe zamiast spodziewanych z przyrostkiem zdrabniajacym, ale jedne
i drugie nie w swoim wladciwym znaczeniu deminutywnym czy augmen-
tatywnym, hipokorystycznym czy tez pejoratywnym, tylko w znaczeniu
strukturalnie biorae po prostu rzeczownikéw, emocjonalnie neutral-
nych. Sg to deminutywa przyrostkowe banalne, z przyrostkami -ek,
-ka, -ko, -ik od rzeczownikéw pospolitych, takie jak pudeleczko, myszka,
deszezyk, dymek, jabluszko, jajeczko, bilecik, synek, pajqczek, kluczyki,
ksiqéeczka; czasem tez inne cze$ei mowy, nie tylko rzeczowniki: malenka,
tatwiutkie, cieplutko, pomalutku; po kilka czy kilkana$cie u jednego pacjenta,
wyjatkowo w przypadku opisanym przez J. Kanie * wynotowatam 60 zdrob-

¢ J. Kania, M. Klimkowski, Préba jeeykoznawczego opisu afazji, Logopedia VII
1967), s. 41—57.
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nien od 1 osoby. Niekiedy te deminutywne przyrostki towarzysza podsta-
wom, ktoérych sie zwykle nie zdrabnia, np. atramencik czy klejek, przed-
miotki, kranik; niekiedy sa to inne przyrostki niz zwykly wystepowaé przy
danych podstawach, np. butek, zeszytki zamiast bucik, zeszyciki. Zupeinie
wyjatkowo pojawia sie zdrobnienie od nazwy wlasnej: Wonciczek “Giewont’,
niezwykle ze wzgledu na to, ze forma pochodzi od nazwy terenowej,
a takze ze wzgledu na dokonane w nim skrécenie podstawy, takie jakie
sieg spotyka w imionach, np. Wisia od Jad-wisia.

Te wyrazy nie maja znaczenia deminutywnego ani hipokorystcznego,
np. 74-letnia rencistka méwi o swoich dzieciach, dzi§ dorostych osobach:
chlopezyk, dziewczynka; 57-letni inspektor kolejowy opowiada o sobie:
Mialem lozeczko skltadane, koszyczek ma $mieci. Podobnie jest z owymi
pseudo-augmentywami, np.: Maé kupit mi zegar — moéwi kobieta, lat 41,
krawcowa, i pokazuje zegarek na r¢ke. Mam pierscien od syna. Okazuje sie,
ze jest to maly pierdcionek. T'en chtop to po prostu chlopiec na lyzwach,
Tom to Tomek, a oldw to oléwek. W tych przykladach najlepiej widaé
mechanizm podobnych blednych uzyé. Jezeli mozliwa jest w jezyku para
wyrazow zegar||zegarek, pierscien| pierscionek, w ktérej jeden wyraz jest
bezprzedrostkowy, a drugi przyrostkowym zdrobnieniem od niego; da-
lej — jezeli mozliwa jest taka sama para typu olow| otowek, gdzie formacja
przyrostkowa w ogdle juz nie jest zdrobnieniem, a formacja bezprzyrost-
kowa oznacza co innego niz przedmiot wiekszy oznaczany przez przy-
rostkowa, to afatyk nie umie dokonaé¢ miedzy nimi wyboru, poniewaz
zaburzona zostala selekcja z racji zaburzen zwiazkéw paradygmatycz-
nych. Nie umie wybra¢ pomiedzy zdrobnieniem a nie zdrobnieniem,
pomiedzy forma zabarwiong emocjonalnie a neutralng. Nastepuje wiec
substytucja form jednych przez drugie, czefciej przyrostkowe emocjo-
nalne zastepuja bezprzyrostkowe.

Niekiedy wynikaja z tego nieporozumienia z otoczeniem lub moznosé
podwdjnej interpretacji formy blednej. Pacjent mowi np. torebka na teczke
szkolng, na tle innych jego wypowiedzi mozna to uznaé za substytucje przez
przyleglo§é znaczeniowsy (to samo pole semantyczne), tymezasem moze
to byé réwnie dobrze substytucja rzeczownika niezdrobniatego torba
(ktérym to wyrazem réwniez mozna okre§li¢ pewien rodzaj teczki szkol-
nej) przez rzeczownik zdrobnialy torebka.

Zarowno w kategoriach fleksyjnych, jak i derywacyjnych mamy do
czynienia z zaburzeniami wyboru, selekeji, nieodrézniania, ktore sg pod-
stawowymi zaburzeniami w tym typie afazji. Uderzajace sa analogie
z jezykiem dzieci, zwlaszcza jedli idzie o uzycie kategorii osoby oraz wy-
stepowanie deminutywéw ewentualnie augmentatywoéw. I tak np. dziecko
moéwi o sobie w osobie trzeciej: Stas nie cheial wylaé mleka, a nawet dru-
giej: Nie pdjdziesz za kare ma spacerek. Co do deminutywow, to chociaz
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wiadomo, ze cze§é z nich przynajmniej wyraza emocjonalny stosunek
dziecka do rzeczywistodci, to neologizmy w obu dziedzinach moga mieé
rowniez charakter strukturalny. Tak czy inaczej pojawiaja si¢ one w sta-
dium jezyka niekompletnego w czasie ksztaltowania sie systemu lub
jego zaniku.

Wroémy jeszeze do mechanizmu bledéw towarzyszacych rozbiciu
systemu semantycznego oraz zaburzeniom w kategoriach fleksyjnych.
Pacjent z afazja, ktéry nazwy wlasciwej nie umie uzyé, nie zastepuje
jej nazwag synonimiczng, czyli z wilasciwej serii paradygmatycznej, ale
nazwg sgsiednia, styczna w obrebie pola semantycznego (kura zamiast
kaczka, pole: ptaki domowe) lub tez pola wyrazéw o podobnym brzmieniu
(tyzke zamiast ltyswy, wiegkszy zamiast ciemniejszy), ktore tylko czasem
i przygodnie jest podobienstwem budowy slowotworezej. Niewlasciwie
uzyta nowa nazwa albo szerzej wyraz zakléca staly stosunek istniejacy
pomiedzy wyrazem a jego odpowiednikiem w rzeczywisto$ci pozajezyko-
wej. Jefli nie checemy uzyé starego de Saussureowskiego terminu, ktory
obecnie przez niektéryeh jezykoznawedéw nie jest aprobowany, uzyjmy
terminu L. Zabrockiego z jego artykulu (Zasiegi wewngtrznego jezykowego
magazynowania nazw jednostkowych)®: stosunek pomiedzy segmentem
planu oznaezajacego, P II, do segmentu planu oznaczania, P 1.

Kategorie morfologiczne zostaja pojete w stadium skrajnym jako
swoiste pola semantyczne, choé¢ naprawde sa one seria paradygmatyczng.
Byé moze dzieje si¢ to wtedy, gdy oprécz zaburzenia podstawowego,
tj. zaburzenia zwigzkéw paradygmatycznych, asocjacyjnych, zaburzenia
selekeji w danym typie afazji pojawi sie, choéby w nieznacznym stopniu
zaburzenie zwigzkéw syntagmatyeznych. Nie moge tego twierdzié z calg
pewnoscia, a przejawy mechanizmu zaburzei w morfologii przy zaburze-
niu zwigzkow syntagmatycznyeh sg zupelnie inne i nie dotycza trudnoseci
wyboru w obrebie kategorii, tylko braku pewnych kategorii, ktére moga sie
pojawié¢ w miare rehabilitacji mowy. Gdyby jednak tak bylo, to znaczy,
gdyby zaburzenia w kategoriach morfologicznych, ktérych mechanizm
zwigzany jest z zaburzeniami asocjacji, selekeji mogly pojawié sie dopiero
wtedy, gdy réwnoczesnie jest choéby nieznaczne zaburzenie stosunkéw
syntagmatyecznych, mielibySmy do czynienia z typem afazji, dla ktoérej
mozna zaproponowac¢ termin ztozona, oddajacy istote zjawiska. W obre-
bie kategorii pacjent nie umie dokonaé¢ wyboru form, selekeji, uzywa

wiec np. osoby trzeciej méwiae o sobie.
: Sam fakt, ze zaburzony system semantyezny powoduje zaburzenia
w systemie morfologicznym nie powinien nikogo dziwié, tlumaczy go

il

5 (W:) Symbolae philologicae in honorem Vitoldi Taszycki, Wroctaw—Warszawa—
Krakéow 1968, s. 417.
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peryferycznodé systemu semantycznego, dla ktérego sasiednim systemem
centralnym jest wlasnie system gramatyczny, w jego obrebie morfologiczny.
Raczej dziwi, dlaczego od analogicznego typu zaburzeri wolna jest kate-
goria przypadka. Ot6z schematy skladniowe sa w naszym typie zaburzen
mocno zachowane, choé¢ czesto sa to schematy puste, nie wypelnione
konkretng tre§cia leksykalng. Zmiana lub zamiana koneéwki przypadko-
wej musialaby spowodowaé zalamanie si¢ schematu. O funkeji koneoéwki
przypadkowej mowi A. Heinz w artykule pt. O definiowaniu podstawowych
struktur jezykowych: ,,W wypadku, gdy morfem (gramatyczny) pelni
funkcje wylacznie syntaktyczna (np. koneéwki akuzatiwu rzeczownika),
funkeja ta na plaszezyznie morfologicznej w ogéle sie nie liczy, mowi sie,
ze cechuje go zero funkcji semantycznej i ze stuzy on wylgeznie
przetwarzaniu wyrazu na czlon wypowiedzeniowy“. I jeszcze raz: ,Morfem
fleksyjny z funkeja wylacznie syntaktyczng jest tutaj wykladnikiem zera
semantycznego tworzgc (jak kazdy morfem) forme wyrazowa, a nie
wyraz* ©. .
Kategorie liezby, osoby, rodzaju, ezasu (dla kategorii trybu i aspektu
mam tylko pojedyncze przyklady) maja précz swoich funkeji syntaktycz-
nych réwniez funkeje semantyczne. Funkeja semantyeczna towarzyszy
réwniez morfemom derywacyjnym, choéby to byla funkeja niesamodzielna;
funkeja semantyeczna towarzyszy réwniez (w obrebie cze$ci mowy) pewnym
morfemom luznym.

Obserwacje rozbicia systemu jezykowego w afazji pozwalaja nam
wnikngé w niektére ze zjawisk dotyczacych ogélnych zagadnienn jezy-
kowych.

DBSORDERS IN MORPHOLOGICAL CATEGORIES IN APHASIA

Summary

In this kind of aphasia, which is caused by disorders of paragmatic relations,
by disorders of selection, the semantic system, i.e. the constant relation between a word
and its referent in external reality is injured. Substitution of the word in question by
a contiguous one, belonging to the same semantic field or sound form, appears. If the
substitution concerns not only the lexical system, i.e. symbolizing words, but also some
kinds of pronouns (demonstrative words) and some dependent morphems as well
(e.g. local prepositions), if it appears not only in the emission of the speech, but also

_in its perception, disorders of the morphological categories also appear. It refers to the
inflection categories of the person, number, gender, tense as well as to the categories
of word formation. As to the latter, it refers to the deminutives with suffixes as well as
to the pseudo-augmentatives without suffixes.

¢ [W:] Symbolae, op. cit., s. 115 i 117.
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The separate forms are substituted within the limits of a given category, and
80 e.g. an aphasic talks about himself in the third or even in the second person, in mascu-
line gender even being a woman; an aphasic uses deminutives in non-deminutive or
emotionally neutral meaning. In this way the disorders of selection refer also to the
morphological categories.

The above-described phenomena are caused by the influence of the injured seman-
tic sub-system upon the neighbouring grammatical sub-system.

The category of the case remains not injured because the meaning of the case
endings is syntactic, not semantic, and the syntactic scheme is left intacted in this kind
of aphasia.
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Aprés la Grammaire comparée de Bopp et le Compendium de Schlei-
cher, ce fut le Grundriss de Brugmann qui, dans sa deuxiéme édition,
a représenté pendant des dizaines d’années la doctrine de la grammaire
comparée des langues indo-européennes. L’unique ouvrage d’ensemble.
qu’on a pu opposer au manuel monumental du fondateur de 1’école
yhéogrammairienne”, était la Indogermanische Grammatik de Hirt parue
entre 1921 et 1937 en sept volumes, trop sommaire pour remplacer les
riches matériaux de Brugmann, et trop individuelle pour étre acceptée
par ’ensemble des comparatistes; enfin, ¢’était un produit de la vieillesse
du grand linguiste allemand, et par cela cette oeuvre ne tenait plus compte
des acquisitions les plus récentes de recherches linguistiques. L’Introduction
de Meillet, représentant I’état de choses plus moderne que le livre de Hirt,
s’arréta avec la mort de I’auteur en 1936, et du reste, elle ne tracait que
les grandes lignes du développement de I’indo-européen ne se posant point
le but de présenter les matériaux comparatifs complets. C’est ainsi qu’en
ce moment on ne dispose pas d’un grand ouvrage synthétique qui puisse
remplacer ’ancien manuel de Brugmann.

Et pourtant, dans I’espace des cinquante ans qui se sont écoulés
depuis la mort de Brugmann, I’étude des langues indo-européennes a at-
teint de tels progrés que l’ancien Grundriss est devenu pour les compa-
ratistes d’ajourd’hui uniquement un recueil de matériaux bruts. Ce recueil
demande non seulement une interprétation entiérement renouvelée, mais.
il exige aussi un supplément important de matériaux qui n’étaient pas
encore accessibles & Brugmann. On a depuis retrouvé et déchiffré les
textes dans les langues dont on ne soupgonnait méme pas l’existence:
le tokharien (1908) et le hittite (1917). Le vénéte, que ’on ne connaissait.
que de nom, est devenu une langue lisible et bien caractérisée (grace sur-
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tout aux études de M. Lejeune). La découverte faite par Ventris du grec
dans Décriture linéaire B a permis de repousser le commencement de
Phistoire de cette langue jusqu’au milieu du IT millénaire. L’étude du
lituanien a fait d’énormes progres, ce qui a permis de présenter, par
Chr. Stang, une grammaire comparée des langues baltiques. Ainsi, la
base matérielle de la grammaire comparée des langues indo-européennes
est aujourd’hui beaucoup plus vaste qu’elle ne I’était aux temps de
Brugmann.

Mais ce qui a changé le plus, c’est la méthode appliquée a I'étude
de la langue. Brugmann ne faisait que I’histoire de la langue. Il n’avait
pas 'idée suffisamment claire du systéme qui met de I’ordre dans les faits
de chaque langue. Meillet soulignait & chaque occasion que ,tout se tient
dans la langue“, mais il n’a pas fait d’effort suffisant pour étudier le
systeme linguistique comme tel. Ce n’est que Troubetzkoy et I'école de
Prague qui ont renouvelé la linguistique théorique; deux grands linguistes
les ont précédés, Baudouin de Courtenay et de Saussure. La phonologie
créée par Troubetzkoy, la théorie linguistique a pris un grand essor. Le
structuralisme 1’a suivie, puis la linguistique dite descriptive (en Améri-
que). Mais ce qui est le plus important pour la grammaire comparée,
c¢’est qu'on a étudié et précisé les lois de I’évolution linguistique, et en
P’espéce les changements analogiques. C’est précisément M. J. Kurylowicz
qui est arrivé dans ce domaine d’études a des résultats durables: ont peut
les lire dans son ouvrage sur les catégories flexionnelles en indo-européen *.

On le voit: la rédaction d’'un ouvrage d’ensemble sur la grammaire
comparée des langues indo-européennes est devenue indispensable. Un
livre pareil doit non seulement embrasser en entier le matériel comparatif
dont on dispose aujourd’hui, mais il doit aussi répondre a des exigences
théoriques actuellement acceptées. Et c’est en vue de ces postulats qu’on
s’est décidé de publier une nouvelle grammaire indo-européenne, en plu-
sieurs volumes. I’oeuvre doit étre collective. Plusieurs linguistes ont pris
part & la rédaction du texte. Le premier volume paru est le second de la
série: il comprend les problemes de ’accent et de l’apophonie; I’auteur
en est J. Kurylowicz.

Il était difficile de trouver un auteur plus compétent dans ces do-
maines: M. Kurylowicz a publié & deux reprises un ouvrage monographi-
que sur I’accentuation indo-européenne 2, d’autre part, il est Pauteur du

1 J. Kurytowicz, The Inflectional Categories of Indo-European, Heidelberg 1964.
C. Winter.

* J. Kurylowicz, L’accentuation des langues indo-européennes?, Wroctaw—
Krakow 1958.
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livre sur ’apophonie indo-européenne 2. Ainsi, son volume de grammaire
a” pour base deux études déja soumises a la critique scientifique.

Voiei le contenu du volume. Comme le montre le titre, il se divise
en deux parties: la premiére est consacrée a l'accent (p. 7—197), la deu-
xieme & ’apophonie (p. 199—349); un index de mots et de morphémes se
trouve a la fin du volume (p. 351—371). La premiere partie comprend
b5 chapitres: 1. Généralités sur Vaccent indo-européen; 2. Les fonctions mor-
pholologiques de Vaccent indo-européen; 3. Les innovations grecques; 4. Le
développement balto-slave; 5. Les langues indo-européennes & accent fixe.
La deuxiéme partie, qui considére 'apophonie, a 9 chapitres: 1. Prélimi-
naires; 2. Le deqré réduit et le degré zéro; 3. Le développement du degré réduit
dans les langues particulieres; 4. Le degre 0; 5. Le développement du degré'
o dans les langues particuliéres; 6. Le degré long; 7. Le dearé long et le degré
plein secondaire dans les langues particuliéres; 8. Conclusion; 9. Appendices:
échange de comsonnes.

Le point de vue principal sur Paccentuation indo-européenne est
formulé dans le chapitre 1 de la premiére partie. La position de I’accent
est a mi-chemin entre la phonologie et la morphologie; d’autre part,
P’apophonie est en indo-européen un élément purement morphologique;
8’il y avait quelque lien (de nature diachronique) entre 1’accent et ’apo-
phonie, ces liens ont disparu avant 1’époque & laquelle appartient 1’indo-
européen que Von étudie. Mais le role de l'aceent dans la morphologie
est comparable a celui de I’apophonie: les deux éléments sont des caracté-
ristiques secondaires, et dans la plupart des cas des caractéristiques re-
dondantes, de formations morphologiques.

En parlant de la nature de l’accent indo- européen, sous l’aspect
d’opposition musical : dynamique, auteur nous présente la définition
suivante de cette opposition (p. 9): I'accent dynamique est & reconnaitre
par les effets que cet accent produit dans le systéme vocalique; 8’il y a deux
systémes de voyelles, un pour les voyelles accentuées, 'autre en position
atone, 1’accent doit étre- qualifié comme dynamique, c’est lui qui condi-
tionne les différences des deux systémes. Au contraire; si le systéme vocali-
que reste le méme dans les voyelles accentuées et dans les voyelles atones,
cela montre que l’accent n’exerce pas d’influence sur les voyelles; cet
accent n’est pas dynamique. A ce point de vue accent indo-européen
de I’époque finale de la communauté linguistique, était sans aucun doute
musical. Mais pour une époque plus ancienne, reconstruite a titre d’hypo-
these, il faut reconnaitre un accent dynamique qui a provoqué l'appari-
tion de voyelles réduites dans la position atone.

3 J. Kurylowicz, L'apophonie en indo-ewropéen, Wroctaw 1956.

Biuletyn Pol. Tow. Jez. z. XXVIII - 13
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Cette appréciation de I’accent indo-européen (de I’époque finale)
comme non-dynamique est certainement juste et c’est un mérite de 'auteur
de montrer le critére sir de discerner les deux systemes d’accentuation.
Notons que le critére n’est pas de nature phonétique: il est phonologique.
Une différence phonétique dans.une langue reconstruite ne peut pas étre
vérifiée; au contraire, I’existence de deux systémes de voyelles ou bien
d’un seul peut étre constatée meéme dans une langue morte, si les régles
de l'accentuation en sont connues.

La conclusion, pour ce qui est du systéme d’accentuation indo-euro-
péenne, est donc certaine. Mais il faut rappeler que, pour les langues clas-
siques, et surtout pour le latin, il existe un autre probléme, qui ne peut.
pas étre résolu par Iapplication de la formule proposée par M. Kurylowicz:
c’est la question du rythme de la langue: le rythme du latin classique fait.
abstraction de l’accent, tandis que le rythme de certaines autres langues
4 systéme vocalique unique (donc & l’accent non-dynamique) s’appuie
sur ’accent: c’est le cas du polonais. On voit la complexité de la question;
peut-on s’attaquer & la résoudre pour I'indo-européen? L’individualité
phonétique du mot d’une part, et la possibilité de supprimer les différences
accentuelles dans le vers (ce qu’on a appelé en polonais ,transaccentua-
tion“) d’autre part, sont sans doute les éléments qui entrent en jeu. Mais
la discussion de la versification indo-européenne, malgré les essais de Meil-
let, serait sans doute prématurée 4

Un autre probléme principal, résolu dans ce chapitre, est la question
des intonations. M. Kurylowicz est, on le sait, d’avis qu’il n’y a pas de
traces d’existence d’intonations en indo-européen commun. Il présente
les arguments qui pourraient plaider pour l’origine indo-européenne des
intonations: 1° Les concordances prétendues entre le grec et le lituanien;
2° L’intonation des monosyllabes en lette; 3° La fin de mot en germanique;
4° La valeur dissyllabique de certaines syllabes finales en indo-iranien.
Pour ce qui est des intonations lituaniennes et grecques, elles apparaissent
dans les conditions qui excluent la comparaison: I’opposition de 1’intona-
tion aigué et circonflexe n’était, en balto-slave, pertinente que dans la
syllabe initiale du mot (p. 14; 113), tandis qu’en grec cefte opposition
n’apparait qua la finale. — Les particularités de monosyllabes lettes
(Endzelin, 1938) sont & apprécier comme secondaires. — Les différences
du développement des syllabes finales en germanique, interprétées par
Hirt (1891) comme traces d’anciennes intonations, ne sont pas convain-
cantes. — Enfin, la valeur dissyllabique des finales védiques s’explique
comme une extension analogique, répandue par la métrique, d'anciennes

¢ Cf. Riidiger Schmitt, Dichtung wnd Dichtersprache in indogermamnischer Zeit,
‘Wiesbaden 1967 (surtout p. 307—313).
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formes & deux voyelles en hiatus. Ainsi, il n’y a pas de prémisses pour
supposer l’existence d’intonations en indo-européen.

D’une fagon trés claire on a présenté (p. 19 et s.) les sources de la
reconstruction du systéme accentuel indo-européen: la base de la recon-
struction est la concordance de I’accent védique et de celui du grec (notam-
ment ionien-attique). Seulement dans le cas ol ces sources ne concordent
pas, ou si une de ces sources fait défaut, sont a utiliser les sources germani-
ques; ’accentuation balto-slave n’est pas de nature a éclairer les faits indo-
-européens (un cas spécial, concernant la déclinaison, mis & part).

Les fonctions morphologiques de l’accent indo-européen sont pré-
sentées de facon systématique aux pp. 26—82: on a analysé I’accent dans
la déclinaison, dans la dérivation nominale, enfin dans la flexion verbale.
Dans la déclinaison, I’évolution a pour point de départ 1’état de choses
o, dans les noms-racines, les cas forts ont ’accent sur la racine (ce sont
nom. et ace. de trois nombres; M. Kurylowicz considere I’ace. pl. comme
un cas fort, primitivement baryton, p. 26); les cas faibles et moyens sont
accentués sur la désinence. Daris les noms comportant un suffixe, il est
a distinguer les themes barytons et les thémes oxytons (accentués sur le
suffixe), la distinction n’étant primitivement visible que dans les cas
forts; dans les cas faibles, I’accent reposait, dans les deux types de thémes,
sur la finale. L’innovation, provoquée par la disparition de la syllate
prétonique (degré zero dans le suffixe), consistait dans la eréation de 1’accen-
tuation columnale dans les oxytons. La méme tendance a conduit a trans-
former les themes barytons a accentuation mobile en barytons a accen-
tuation columnale: dans les cas faibles I’accent a été déplacé a la méme
syllabe ou il reposait dans les cas forts.

L’opposition des thémes oxytons et barytons régit aussi la déri-
vation nominale. Sont & opposer les substantifs neutres & théme en -os-,
barytons, aux adjectifs oxytons en -Zs- et substantifs en -os («iddc); les
substantifs neutres en -mp barytons et masec.-fem. en -mon oxytons;
les participes en -tor- barytons et noms d’agent en -tor- oxytons; de méme
les infinitifs en -tu- barytons et les gérondifs en -tu- oxytons; les noms.
d’action thématiques barytons et noms d’agent oxytons (p. 38 et s.).
Les détails exigent des explications particuliéres que I’on trouve en effet.
dans ce chapitre.

- Dans la composition nominale (p. 56—70) il y a beaucoup d’inno-
vations dans les langues particuliéres; le védique y a conservé le mieux
I’état ancien, mais méme en grec il y a des traces d’anciennes oppositions.
a valeur morphologique, ainsi I’accent de otpat-nydc est lié au rdle syntaxi-
que du deuxiéme membre qui est celui du membre régissant; au contraire,
dans les composés du type bahuvrihi, gr. ypvcé-dpovos, ¢’est le premier mem-
bre qui porte ’accent.
; 13*
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Quant & la flexion verbale (p. 70—82), la source principale, et pres-
que unique, de nos connaissances y est le védique. Il y avait primitivement
opposition de ’emploi de formes personnelles enclitiques dans les phrases
indépendantes et de formes accentuées dans les subordonnées; mais, en
grec, I’accent étant fixé sur les trois derniéres syllabes du mot, la différence
entre les formes accentuées et enclitiques a disparu. Une trace de I’état
ancien est restée d’'une part dans l’accent récessif du verbe personnel,
d’autre part, dans certaines formes irréguliéres, comme Awdv, hweiv. De
Talternance védique du type dvésmi : dvismdh il est a conclure que I’accent
ancien était mobile et que la normalisation du type columnal n’a pas
eu, dans la flexion verbale, une extension telle qu’elle ’a eue dans la
déclinaison.

Les trois chapitres qui suivent sont consacrés a des innovations des
langues particulieres, et d’abord a I’évolution prosodique du grec ancien.
Les détails du systéme grec mis & part, deux questions principales atti-
rent I’attention du lecteur: la premiere, c’est le développement des intona-
tions, I'autre est la question de savoir comment s’est constituée la régle
de limiter I’accent aux trois derniéres syllabes du mot. L’opposition proso-
dique de Iintonation aigué et de I’accentuation circonflexe n’existant en
grec que dans les syllabes longues finales, I’auteur explique l’origine de
cette opposition par la contraction ancienne qui est intervenue dans la
flexion des noms et des verbes radicaux dont la racine était terminée par
une voyelle longue. D’apres la régle bien connue, la contraction de deux
voyelles portant l'accent sur la deuxiéme conduit a l'intonation aigué;
sila premiére voyelle est accentuée, 'intonation est circonflexe: w-< ) £,
mais O + v ) ~.

Quant aux diphtongues finales bréves -at, -si, -ot ete., elles ont
en principe la valeur d’une seule bréve (,einmorig®, p. 85); ¢’est unique-
-ment dans le cas ol il y a alternance avec les formes & diphtongue accen-
tuée, portant I'intonation circonflexe, que ces diphtongues comptent pour
deux bréves (,zweimorig’’). Ainsi il y a opposition entre oixo. avec -ot
a valeur d’une seule bréve, et oixor avec -o. comptant pour deux bréves,
car il y a puy-ot, ’Iodp-oi ete. Mais les finales -ot, -or du nom. pl. dans la
déclinaison ou -por, -cot, -tor, -vtol dans la conjugaison, sont toujours
bréves (cf. ayadol, ayadal ete.).

Le fait de limiter la place de l’accent aux trois dermeres syllabes du
mot est & expliquer, selon M. Kurylowicz, en partant de mots de trois
syllabes, & derniére syllabe bréve: x x u. Dans les mots de telle structure
prosodique, les deux derniéres syllabes formaient un ensemble prosodique
unique, équivalent & une seule syllabe longue: x u = —. La syllabe ini-
tiale, si elle était accentuée, devenait alors, par rapport & cet ensemble
prosodique final, une syllabe accentuée immédiatement avant 1’en-
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semble final, donc X xu. Le modéle de mots de trois syllabes a été suivi
par tous les mots plus longs, done un *Aéyopevoc pouvait changer en Asyéuevoc,
un *iéyopevey en Aeyopéve ete. Le changement consistait en ce que I’accent
a été déplacé de D’initiale & la syllabe qui précédait immédiatement 1’en-
semble prosodique final du mot (xv); il devait se produire en entier & 1’épo-
que préhistorique.

Parmi les langues a accent fixe (le germanique, ’ancien irlandais,
le latin), c’est le latin qui attire notre attention. Deux étapes de I’évolution
sont ici a considérer: 1° La constitution de ’accent initial préhistorique;
2° Le développement de l’accent sur la pénultiéeme (ou antépénultieme)
de Tépoque classique. Voici comment ces changements sont interprétés
par M. Kurylowicz (p. 191 et s.).

Le point de départ devait étre le déplacement de I’accent sur la
partie précédente du mot dans le cas ol ’accent tombait sur la voyelle
bréve finale: en indo-européen il y avait plusieurs terminaisons accentuées
de cette maniére (-4, -4, -sd, -6, -nté ete.). Or, en latin, comme en germani-
que et en celtique, la voyelle bréve dans la syllabe finale ouverte ne pou-
vait pas étre accentuée.

Mais 1a tranche de mot portant Paccent n’était pas une syllabe quel-
conque: en latin et en germanique ce pouvait étre ou bien une syllabe
longue (-~), ou bien I’équivalent rythmique d’une longue, a savoir un groupe
de deux syllabes du type s v. C’est ainsi que I’accent reculé par I’élimination
de l’accent final sur la voyelle bréve libre, ne tombait pas sur la bréve
précédente, mais ou bien sur une longue précédente (L u), ou bien sur
le groupe dissyllabique du type s u, non final, ¢’est-a-dire le mot du type
xul devenait Xuu. Dans ces conditions le nouvel accent pouvait étre
considéré comme l'accent initial. Ainsi, d’aprés M. Kurylowicz, I’évolu-
tion de l'accent dans cette branche indo-européenne, suivait les étapes
suivantes (p. 192 et s.): 1° La régression de ’accent d’une voyelle finale
bréve libre sur la syllabe initiale; 2° Le recul de l’accent des syllabes
médianes dans le cas ol la voyelle finale était bréve; 3° Le recul de
Paccent des syllabes médianes dans tous les autres cas. En dernier lieu
Paccent a reculé dans les mots terminés par une syllabe longue (du type
-é, -¢T, -eT') accentude.

L’explication n’est pas proposée comme une solution définitive,
mais a titre d’essai (p. 191). En effet, elle comporte une grande partie
hypothétique. Mais elle a l’avantage d’expliquer les changements du
systéme linguistique par les faits linguistiques: il ’agit de la transformation
de l'accent & fonction morphologique en accent délimitatif. Une autre
explication (celle que l'on suggérait auparavant & plusieurs reprises)
était de l’ordre non linguistique, & savoir par la prétendue influence du
substrat commun aux Celtes, Germains et Italiques. M. Kurylowicz re-
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jette cette explication (p. 191), non seulement parce qu’elle est problémati-
que (que sait-on du substrat préitalique ou prégermanique en Europe
centrale?), mais aussi 4 cause de son caractére qui n’est pas linguistique.
En effet, qui voudrait admettre P'influence étrangeére sur le systéme indo-
-européen dans une certaine partie du continent de ’Europe, doit quand
méme montrer le mécanisme des transformations qui sont intervenues
dans le systéme phonologique de la langue étudiée.

Un détail chronologique est & relever. P, 193 on cite le type latin
conficio (i) i) comme exemple de la date tardive de l’établissement de
I’accent initial en latin. Or, le changement & ) % est évidemment intervenu
en latin bien tard (on a essayé d’en fixer la date au IV® siécle avant. n. é.,
Cf. A. Rocco, Glotta 32, 1952, p. 95—101). Mais l'aceent initial existait
en latin sans doute beaucoup plus tot: c’est un fait italique commun*
les effets en sont visibles, on le sait, dans les dialectes osco-ombriens

Une deuxiéme transformation de ’accent latin consistait en eréation
de Paccent sur la pénultiéme. Le facteur qui en était la cause était, selon
M. Kurylowicz, Pabrégement iambique (p. 193). Dans les mots polysyl-
labiques, les deux premiéres syllabes & structure iambique avaient la
valeur rythmique de deux syllabes bréves équivalant & une longue: un mot
comme dmicitia devenait ainsi dmicitia, Plaut. Merc. 846, cf. pudicitiam,
Plaut. Epid. 405. Mais les mots contenant trois syllabes comme dmicus
ne subissaient pas ce changement: ils gardaient, selon M. Kurylowicz.
leur quantité syllabique (v— X) ce qui permettait d’apprécier leur syllabe
médiane comme 1’élément rythmique portant I’accent. Ainsi la corres-
pondance suivante a pu étre créée: Lux (= LX) & coté de v x. Cest ainsi
que la place de l’accent & été fixée sur l'avant-derniére more précédant
la derniére syllabe 5 (dont la quantité était quelcongue). Des mots de trois
syllabes, o prineipe d’accentuation a ¢4¢ géndralisé aux mots plus longs.

Cette explication s’appuie sur opposition prétendue de mots de
trois syllabes et de mots plus longs, dmicus devenant amicus, mais dmicitia
changeant en dmicitia (puis on avait évidemment amicitia). Or, I’opposi-
tion ainsi formulée (en suivant la doctrine de Sommer, Hdb.? p. 127 et s.)
ne se vérifie pas dans les textes. Dans les matériaux du théatre latin
présentés par A. Brenot ¢ il y a plusieurs exemples d’abrégement iambique
intervenu dans les mots & structure u__X, & savoir:

1° Avec la voyelle médiane longue:

Pl Mil 660 (7 tr.): lépididrem ad Smmis rés nec qui dmicus dmico sit
magis,
5 Cest la formule proposé par R. Jakobson, Prace oftarowane Kazimierzowi

Wéycickiemw, Wilno 1937, p. 86.
¢ Alice.Brenot, Les mols et les groupes iambiques réduits dams le thédtre latin,

Paris 1923 (Bibl- de I'Ke. d. Hautes Bt. 239).
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Cist. 529 (7 tr.): flla ad hinc, ibidém loct res||
Merc. 436 (7 tr.): |quiésquis ést: ibidém mihi.
2° Avec la syllabe médiane fermée:
Pl. Amph. 761 (7 tr.): dédisse ddno hodié, qua te {lli||
Merc. 738 (6 ia.): immd sic: séquéstro mihi datdst.: : intéllegd
Mil. 290 (7 tr.): préfécto uidi.: : titin? :: égomet||
Most. 217 (7 ia.): |lin sénécta mdle querére.

11 y a encore un exemple de moléstde sunt (PLMil. 69), que I’on peut
traiter comme un seul mot de quatre syllabes, et douze vers terminés
par le groupe de mots wolilptds med (tud), p. ex. Cas. 136; 453; 454 ete.,
qui peut étre considéré comme un mot de cing syllabes. Mais ce qui est
le plus important, c’est qu’il y a un nombre beaucoup plus grand de
groupes de mots, composés d’un monosyllabe et d’un mot dissylabique,
ol 'abrégement intervient réguliérement. Les cas sont innombrables dans
les groupes avec le pronom & la deuxiéme place, comme quod illa, quod
Wi, ut Wam, quis illas ete.; ut ipse, quid(em) ille, quid(em) ipse ete.; quod
isti, eg(o) istuc etc. Mais I'abrégement n’est pas limité 2 des groupes ter-
minés par un pronom: il y a, par exemple, un substantif dans les cas
comme me(a) diwor (Pl. Cas. 409; Ter. Hec. 709), sed itxor (Pl. Rud. 895),
hom(o) adrum (Pl. Aul. 185), per Wirbem (Pl. Epid. 195) ete. I1 y a d’autres
mots dans les groupes en question, p. ex. quis éxit (Pl. Bacch. 583), id ésse
(Ter. Haut. 18) ete.; quid érgo (PL Aul. 639 ete.), me(am) autem (Ter.
Ad. 874), sed intus (P1. Trin. 1101) ete. Ces cas montrent que I’abrégement
dans les mots & structure du type de u__x était un procédé normal et trés
répandu. Il n’y a pas, on le voit, de différence dans le traitement des
mots de trois syllabes et les polysyllabes. Dans les deux cas 1’abrégement
iambique intervient réguliérement. D’autre part, dans I'un comme dans
Pautre cas, il reste un procédé facultatif: la prosodie amicitia a été resti-
tuée en latin clagsique (cf. p. ex. Ovid., ars 1, 718).

11 semble par conséquent qu’il n’y ait pas de différence, pour Pabrége-
ment iambique, dans le traitement des mots de trois syllabes du type
dmicus et des mots plus longs, comme dmicitia. C’est pourquoi I’explica-
tion de la transformation de D’accent initial en accent classique par I'in-
tervention de I’abrégement iambique dans les mots de plus de trois syl-
labes ne me parait pas suffisante. Je reviens & cette question par ailleurs 7.

La deuxiéme partie du livre est consacrée a I’apophonie. Elle est
considérée comme un élément morphologique et les sources phonétiques
du phénomene n’ont pas ¢té soumises & Panalyse; évidemment, il y a pour
cela de bonnes raisons. On a montré le role qu’a joué I'apophonie dans
la formation des noms et des verbes, et surtout dans la flexion indo-

” Dans une contribution & publier dans ,,Donum Balticum® offert & M. Chr. Stang.
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-européenne. Voici les lignes principales du développement de ce procédé,
comme il est con¢u par M. Kurylowicz.

11 est & discerner, pour l'indo-européen, entre les semi-voyelles 7, u,
dont la valeur primaire est celle de voyelles, et les sonantes r, I, m, n qui,
en fonction primaire, sont des consonnes, mais qui peuvent, dans certaines
conditions, servir de centre & une syllabe. D’autre part, I’évolution dé-
penda,lt de la structure des racines: elles pouvaient étre légéres, si elles
&taient terminées par un seul élément consonantique (*ten- ‘tendre’, *sed-
‘étre assis’); ou bien les racines étaient lourdes, notamment dans le cas
ou, apres le centre vocalique, se trouvaient deux éléments consonantiques
(p. ex. *bheid- “fendre’, *bhendh- ‘lier’). I1y avait les voyelles ¢ et o (p. 280);
la voyelle @ n’apparut que dans les dialectes indo-européens méridionaux,
notamment en contact avee la laryngale o, (,). Trois problémes sont & con-
sidérer dans cet ordre de recherches: 1° L’emploi et ’évolution du degré
zéro; 2° Le role du degré o (,Abtonung®); 3° L’apparition du degré long.
Voici les éléments les plus intéressants que nous relevons dans ce chapitre
du livre.

Dans les syllabes intérieures, la réduction conduit & la disparition
de la voyelle. Au contraire, dans la syllabe initiale, la voyelle est conservée
si deux conditions sont remplies: 1° La voyelle se trouve entre deux con-
sonnes (non pas en contact avec une sonante); 2° Le morphéme qui suit
commence par une consonne. Aingi on a *pek-td-s de la racine *peg*- “cuire’,
dans une formation ou l'on attend le degré zéro (p. 210).

La tendance & faire disparaitre 1'opposition des racines sef et anif
conduit & l'introduction du phonéme R (sonante quelconque en fonction
vocalique) devant une voyelle: ainsi s’explique I’élément vocalique réduit
devant une sonante suivie d’une voyelle.

Le degré o entre (par les procédés morphologiques) a la place du
degré zéro. C’est ce qui est visible surtout dans certaines formes du parfait
indo-européen et dans les dérivés nominaux tirés des verbes. Dans la
déclinaison thématique, le vocalisme e, représentant I'état plus ancien,
n’est visible que dans les formes résiduaires & fonetion secondaire. Ainsi
p. ex. il y a -¢ dans le vocatif des thémes en -o-: ¢’est I’ancien nominatif,
conservé dans la forme primitive, en fonction secondaire du vocatif.

Le degré réduit dans le cas du vocalisme o était représenté également
par o. C’est ce qui a eu de graves conséquences pour la création du degré
long: le degré normal & c6té de i, u, B étant ei, eu, eR, a coté de oi, ou,
oR (employé en qualité de degré réduit) devait apparaitre le degré normal
sous la forme contenant o (& savoir: o -+ oi ) ai ete.).

L’allongement, ainsi commencé, est devenu un procédé morpholo-
gique productif et il s’est répandu dans plusieurs formations, surtout dans
les formes du nom. sg., dans l’aoriste sigmatique, dans certains dérivés
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nominaux. Un cas particulier, beaucoup plus tardif, est l’allohgement en
balto-slave, ol les voyelles 7,  ont subi une évolution semblable. C’est.
ce qu’on appelle I'allongement du degré réduit.

Plusieurs détails intéressants sont expliqués dans le livre. On y trou-
vera par exemple une nouvelle interprétation de la loi de Lachmann
(Pallongement du type du lat. dctus), qui est congue non pa8 comme une
loi phonétique, mais comme un procédé morphologique.

Nous sommes en présence, on le voit, d’un livre qui renouvelle nos.
points de vue sur I’ensemble de faits dénommés ,1’apophonie“. L’inten-
tion de 'auteur n’est pas de montrer I’origine (phonétique) de phénoménes
en question: ce qui est expliqué, ¢’est le développement morphologique
des alternances, car & I’époque qui est accessible & I’étude comparative,.
le procédé phonétique a déja cessé depuis longtemps d’étre actif. Il n’y a que
les effets morphologiques que nous pouvons constater et interpréter.

Pour terminer, il faut marquer la maniére bien soignée de la réali-
sation typographique du livre. Je n’ai remarqué qu’un tout petit nombre:
de fautes d’impression, que je veux énumerer ci-dessous:

p. 193, v. 20: auslautendes a lire: anlautendes
200, v. 4: *kieu »w  ¥kieu
201, v. 37: Einleitung »  Einteilung
215, v. 17: padsco yy  POSCO

264, v. 8: sematische 5  Semantische.



BIULETYN POLSKIEGO TOWARZYSTWA JEZYKOZNAWCZEGO, zeszyt XXVIII

KAZIMIERZ POLANSKI

Bibliografia prac z dziedziny jezykoznmawstwa ogdlnego
indoeuropejskiego publikowanych przez autoréw polskich w kraju
za granica oraz przez autoréw obcych w Polsce w roku 1967

(z uzupelnieniami)

e i

A. JEZYKOZNAWSTWO OGOLNE

1. Prace ogdlne

Dambska I., O narzedziach i przedmiotach poznania, Warszawa 1967, s. 206
(cz. 2, 8. 106—206: O filozofii lingwistycznej).

Heinz A., Kategorie przejéciowe (posrednie) w jezyku, Biuletyn PTJ XXV, 1967,
8. 45—61.

Heinz A., Kilka uwag o jezykoznawstwie wspélezesnym, J. P. XLVII, 1967,
8. 49—57.

Kruszewski M., Wybér pism. Z przedmowami J. Kurylowicza i R. Jakobsona,
‘Wroctaw—Warszawa—Krakéow 1967, s. 172.

Lewin J., Znaki, jezyk, matematyka, (w ksiazce:) Lewin J., Gastiew J., Ro-
zanow J., Jezyk, matematyka, cybernetyka, Warszawa 1967, s. 7—57. Wspblczesna
Bibl. Naukowa ,,Omega“. :

Logika i jezyk. Studia z semiotyki logicznej. Wyboru dokonal, przelozyl oraz
wstepem i przypisami opatrzyt J. Pele, Warszawa 1967, s. 559.

Maticzak W., A propos de I, analogie progressive®, Linguisties 33, 1967, s. 82—86.

Manczak W., Gramatyka ,transformacyjna“ a zdrowy rozsadek, J. P. XLVII,
1967, s. 37—49.

Mayenowa M. R., O matematyzacji lingwistyki, Podstawowe Problemy Wspol-
czesnej Techniki XII, 1967, s. 135—162.

Mélanges de littérature comparée et de philologie offerts & Mieczystaw Brah-
mer, Warszawa 1967.

Milewski T., Jezykoznawstwo. Wyd. II, Warszawa 1967, s. 273.

Pele J., Funkecjonalne podejécie do semiotyki logicznej jezyka naturalnego,
Studia Filozoficzne, 1967, zesz. 2, s. 109—134.

Safarewicz J., Studia jezykoznawecze, Warszawa 1967, s. 368.

Sehatff A., Jezyk a dziatanie ludzkie, Kultura i Spoleczenstwo XI, 1967, zesz. 2,
8. 65—1717.

Schaff A., Jezyk a poznanie. Wyd. II (fotooffs.), Warszawa 1967, 277 p.

Schaff A., Szkice z filozofii jezyka, Warszawa 1967, s. 169.



204 XXVIII

Schlauch M., Jezyk i jezykoznawstwo wspoélczesne, Warszawa 1967, s. 169.
Wspolezesna Biblioteka Naukowa ,,Omega“.

Schlauch M., Language and the Study of Language, Warszawa i London 1967,
8. 176.

Sikora J., Jezyk a §wiatopoglad (u historyeznych Zrédel problematyki: koncepcja
i dorobek J. G. Herdera), Studia Filozoficzne, 1967, zesz. 4, s. 107—126.

Woéjeik T., Prakseologiczny model jezyka. Komunikat naukowy, War-
szawa 1966, 8. 36.

Zabrocki L., Cybernetyczny uklad komunikacji jezykowej, Logopedia 7, 1967,
8. 3—25.

Zarebina M., Elipsa a konotacja, Biuletyn PTJ XXV, 1967, s. 103—121.

2. Fonologia, fonetyka i patologia mowy

Dukiewiez K., Pitch Extraction from Speech Signal, Bulletin de la Soc. des
Amis des Sciences et des Lettres de Poznan, Sér. B, 19, 1965—1966 (1967), s. 19—26.

Essen 0., Fonetyka ogélna i stosowana. Przelozyl A. Szule, Warszawa 1967,
8. 323.

Grucza F., Bemerkungen zur Frage: Phon — Phonem, Biul. Fon. VIII, 1967,
8. 41—42.

Grucza F., Zum Begriff des Interphons, Glottodidactica II, 1967, s. 41—46.

Kania J. i Klimkowski M., Préba jezykoznawczego opisu afazji, Logope-
dia 7, 1967, s. 41—57.

Kirsch H., Fremdsprachenunterricht und kontrastive Phonematik, Glottodi-
dactica II, 1967, s. 21—31.

Kurytowicz J.,” Akcent i iloczas jako czynnik rytmu, Spraw. z Prac Nauk.
Wydz. Nauk Spol. PAN X, 1966, zesz. 4 (1967), 8. 18—26.

Wierzchowski J., Le mot et la structure phonologique et subphone, The Study
of Sounds XII, Papers Delivered at the Second World Congress of Phoneticians, Tokyo,
26—31 August 1965, Tokyo 1966, s. 102—114. Phonetic Soc. of Japan.

3. Morfologia, semantyka, leksykologia

Doroszewski W., De la ,redondance“ en morphologie, Mélanges Brahmer,
8. 1756—179.

Kmita J.- Wyjasnianie naukowe a metafora, Studia Filozoficzne, 1967, zesz. 3,
8. 143—160.

Kurytowicz J., Metaphor and Metonymy in Linguistics, Zagadnienia Rodzajow
Literackich IX, 1967, zesz. 2, 8. 5—10.

Lebiedzinski W., Koncepcja znaczenia G. Fregego i jej wspolezeéni kontynuato-
rzy, Gdanskie Zesz. Humanistyczne X, Filoz. 3, 1967, s. 123—142.

Puzynina J., Pojecie regularnej i nieregularnej konstrukeji morfemowej a fakty
slowotworeze, Biuletyn PTJ XXV, 1967, s. 91—102.

Schaff A., O specyfice znaku stownego, Studia Filozoficzne 1967, zesz. 1, 8. 43—56.

Schneider L., Morfosemantyczna analiza wyrazu, Slavia Orient., XVI, 1967,
8. 467—470.

Siatkowski 8. I., K voprosu o grammati¢eskoj kategorii, Nauénye Doklady
Vystej Skoly, Filolog. nauki, 1966, nr 1 (33), s. 71—83.

Trybulec A., Podzialy stownika w jezykach z paradygmatami. Problemy i me-



XXVIII 205

tody lingwistyki, Centralny Inst. Informacji Nauk.-Techn., Prace, Studia, Przyczynki 5,
Warszawa 1967, 8. 19.

Wierzchowski J., Morfemy homofoniczne a funkecje semantyczna i gramatyczna,
Biuletyn PTJ XXV, 1967, s. 169—175.

Zabludowski A., Sprawdzalnosé i znaczenie, Studia- Filozoficzne 1967, zesz. 1,
8. 656—90.

4. Skladnia, frazeologia

Ostaszewska M., Z zagadnien frazeologii poréwnawezej, P. J., 1967, s. 267—279.

Polanski K., Pojecie struktur wyjsciowyeh i ich rola w sktadni, Biul. Fon. VIII,
1967, 8. 95—104.

Welke K., Zur Abbildung grundlegender syntaktischen Relationen in der genera-
tiven Grammatik, Biul. Fon. VIII, 1967, s. 125—132.

5. Stylistyka jezykoznawcza

Bartkowiakowa A., Matematyka i dochodzenie autorstwa, Matematyka XX,
1967, zesz. 3, 8. 99—106.

Dambska-Prokop U., O niektérych konstrukcjach skladniowych we wspol-
czesnej powiesci, W kregu zagadnien teorii powiedei, s. 121—134.

Gotaszewska M., Rola jezyka w przezyciu estetycznym dziela sztuki, Studia
Filozoficzne 1967, zesz. 3., 5. 181—190.

Goérny W., Struktura tekstu na tle struktury jezyka, Problemy teorii literatury,
8. 60—75.

Kaluza I., Badanie struktury jezyka w dziele literackim. Zarys metody, Pam.
Liter. LVIII, 1967, zesz. 3—4, s. 463—500.

Karvasova P., Stowo méwione a stowo pisane, Zeszyty Prasoznawcze VIII, 1967,
zesz. 1, 8. 43—49.

Pele J., Wyrazenia imienne a fikcja literacka, Studia Estetyczne IV, 1967,
8. 317—336.

Pele J., Zastosowanie funkeji semantycznych do analizy pojecia metafory,
Problemy teorii literatury, s. 95—130.

Pisarek W., Pojecie pola wyrazowego i jego uzytecznosé w badamach stylistycz-
nych, Pam. Liter. LVIII, 1967, zesz. 1—2, 8. 493—516.

Problemy teorii literatury. Wyboru prac dokonat H. Ma,rkmwmz, Wroctaw—
Warszawa—Krakéw 1967.

Slawiniski J., Semantyka wypowiedzi narracyjnej, W kregu zagadnien teorii -
powiedei, 8. 7—30. ;

Stawinski J., Wokoél teorii jezyka poetyckiego, Problemy teorii literatury,
8. 76—94.

W kregu zagadnien teorii powieéci. Pod red. J. Stawiriskiego, Inst. Badan
Liter. PAN, Z Dziejéw Form Artystycznych w Literaturze Pol. VII, Wroclaw—War-
szawa—Krakow 1967, s. 156.

6. Teoria przekladu

Drzewicka A., Pole znaczeniowe a przeklad poetycki (na marginesie propozyc]l
metodologicznveh E. Balcerzana), KNf XIV, 1967, s. 161—178.



206 XXVIII

Granicka I., O jezykoznawezym ujeciu teorii ttumaczenia, Zesz. Nauk. Uniw.
£.6dz. XLVIII, Filol. Ang., 1967, s. 141—147.

Oomen .U., Sprachiibersetzung und die Theorie der Ubersetzungsma,schine,
Biul. Fon. VIII, 1967, s. 79—94.

7. Jezyk dziecka

Kania J., Wady realizacyjne (dyslalie) na tle procesu rozwojowego, Biul. Fon.
VIII, 1967, s. 49—69.

Tulodziecka I. i Tulodziecki W., Ksztaltowanie i rozwijanie mowy dziecka
gluchego w szkole podstawowej, Warszawa 1967, s. 382.

8. Nauczanie jezykow

Czochralski J., Grundsiatzliches zur Theorie der kontrastiven Grammatik,
Linguistics 24, 1966, s. 17—28.

Grucza F., Metasprachen, Kodematik, Fremdsprachenunterricht, Glottodidac-
tica II, 1967, 8. 11—20.

Kaczmarsgki 8. P., The Oral Method of Teaching Languages by H. E. Palmer

from the Viewpoint of Contemporary Language Instructor, Glottodidactica II, 1967,
8. 113—117.

Krzeszowski T., Fundamental Principles of Structuraj Contrastive Studies,
Glottodidactica II, 1967, s. 33—39.

Wéjtowicz J., Lingwistyczne podstawy nauczania jezykéw obeych (Przeglad
bibliograficzny prac radzieckich), Zycie Szkoly Wyzszej XV, 1967, zesz. 1, s. 73—87.

Zabrocki L., Bemerkungen zur Spezifik des Fremdsprachenlernens, Glottodidac-
tica II, 1967, s. 3—9.

Zabrocki L., Jezykoznawcze podstawy metodyki nauczania jezykéw obeych,
Warszawa 1966.

Zabrocki L., Programowane nauczanie jezykéw obeych, Zycie Szkoty Wyz-
szei XV, 1967, zesz. 9, s. 79—91.

9. Zwiazki miedzyjezykowe
Weinsberg A., Le frangais et les ,néologismes“ roumains, KNf XIV, 1967,
8. 256—33.

Weinsberg A., Pozyczki polskie wéréd tzw. heologizméw rumunskich. St. z Filol.
Pol. i Stow. 7, 1967, s. 47—53.

Zaborski A., Arabic Loan-Words in Somah Preliminary Survey, F. 0. VIII,
1966 (1967), s. 125—175.

B. JEZYKOZNAWSTWO INDOEUROPEJSKIE

1. Prace ogblne
Bednarczuk L., Spéjnik dysjunktywny w jezykach indoeuropejskich, Biule-
tyn PTJ XXV, 1967, s. 63—74.

Bednarczuk L., Pleonastyczne uzycie spojnikéw parataktycznych w jezykach
stowianskich na tle indoeuropejskim, R. Slaw. XXVIII, 1967, s. 21—30.



XXVIII ' 207

2. Jezyki indoiranskie

Machalski F., Irariskie imiona osobowe w napisach klinowych Achemen id6éw,.
Onomastica XII, 1967, s. 276—285.

Skalmowski W., Das Nomen im Parthischen, Biuletyn PTJ XXV, 1967,
8. 756—89.

3. Jezyk grecki
Lossev A., Uber die Bedeutung des Terminus Sophia bei Plato, Meander XXII,.
1967, 8. 340—347.

Nowicki P., Greczyzna biblijna. Wprowadzenie, Warszawa 1967, s. 180. Akad.
Teologii Katol.

Odwiecimski 8., Einige Beobachtungen iiber das Pylische Tifelchen Cn 1287,
Eos LV, 1965, zesz. 1 (1967), s. 23—28.

Rosenstrauch H., Studia nad jezykiem Menandra, Wroclaw 1967, s. 188.
Prace Wroct. Tow. Nauk., Ser. A, 114.

Tacho-Godi A., Der Terminus Physis bei Menander, Meander XXII, 1967,.
8. 359—365.

Zawadzka I., Elementy ,arkadyjsko-cypryjskie“ w jezyku Homera i ich rola.
w badaniach nad geneza eposu, Eos LV, 1965, zesz. 1 (1967), s. 29—37.

4. Jezyki italskie i romanskie

Boutiére J., Les italianismes des ,Biographies“ des Troubadors. Les emprunts.
au vocabulaire, Mélanges Brahmer, s. 93—107.

Chitimia I., Philippe Buonacorsi et 'origine des Roumains et de la langue
roumaine, Mélanges Brahmer, s. 127—130.

Lalewicz J., ,Déterminatifs“ w jezyku francuskim. Préba systematyki, KNf
XIV, 1967, s. 269—277.

Lewicka, H., La farce d’un Mari jaloux, Mélanges Brahmer, 8. 295—302.

Manczak W., In legiturd cu dictionarul de frecventa al limbii romane, Limba
Roména XVI, 1967, s. 265—269.

Maver G., Un interessante, ma quasi ignoto, termine marinaro, Mélanges Brah-
mer, 8. 345—347.

Mys&liwiec H., De commenticio verbo frigére vi erigendi a lexicographis praedito,
Eos LV, 1965, zesz. 1 (1967), 8. 106—115.

Safarewicz J., Szyk zaimka osobowego w ,, Ueczcie Petroniusza“, Spraw. z Prac
Nauk. Wydz. Nauk Spol. PAN IX, 1966, zesz. 4 (1967), s. 1—17.

Safarewicz J., Uwagi o jezyku Lucyliusza, Eos 'LV, 1965, zesz. 1 (1967),
8. 96—105.

Stownik laciny &redniowiecznej w Polsce. Lexicon mediae et infimae latinitatis

Polonorum ed. M. Plezia, vol. II, fasc. 10 (18), criminaliter — ceweceko, Wroclaw—
Warszawa—Krakow 1967, s. 1425—1576.

Zawadowski L., Le temps linguistique et les localisations temporelles en fran-
cais, KNf XIV, 1967, s. 415—429.

5. Jezyki germanskie

Adamus M., Phonemtheorie und das deutsche Phoneminventar. Zur Typologie
der germanischen Sprachen, Wroctaw 1967, s. 191. Prace Wroct. Tow. Nauk., Sr. A, 103.



208 : XXVIII

Cygan J., Asyndetic Hypotaxis — a Difficulty of English, Glottodidactica II,
1967, s. 95—98.

Cygan J., English Question Structures and the Polish Learner, Glottodidactica II,
1967, s. 85—93.

Cygan J., Gramatyka i semantyka kategorii gramatycznych rzeczownika angiel-
skiego, Jezyki Obce w Szk. XI, 1967, s. 72—80.

Fisiak J., The Old English <wr-> and (wl-), Linguistics 32, 1967, s. 12—14.

Fleischer W., Zur Funktion des Artikels in der deuts¢hen Sprache der Gegen-
wart, Acta Univ. Wratislaviensis 60, Germanica Wratisl. 11, 1967, s. 131—160.

Gaca A., Untersuchungen zu den dass-Sitzen in den ,,Altesten polnischen Ge-
wohnheitsrechtsbuch® und in den ,Iura Polonorum®, KNf XIV, 1967, s. 145—159.

Gaca A., Zur Sprache der Propheteniibersetzung von Claus Cranc (Fortsetzung),
Biul. Fon. VIII, 1967, s. 13—39.

Grosse R., Das phonematische und das orthographische System in der deutschen
Gegenwartssprache, Acta Univ. Wratislaviensis 60, Germanica Wratisl. 11, 1967,
8.119—129.

Jeszke J., Zur Struktur des Lautkontinuums einer Reliktmundart, Biul. Fon.
VIII, 1967, s. 43—48.

Katuza H., Prepositive and Postpositive Appellatives with Proper Names,
Jezyki Obce w Szk. XI, 1967, 8. 7—9.

Kaluza H., Przedimki we wspoélezesnym jezyku angielskim, KNf XIV, 1967,
8. 279—284.

Kaluza I., The Functioning of Sentence Structure in the Stream-of-Consciousness
Technique of William Faulkner’s , The Sound and the Fury“. A 'Study in Linguistic
Stylistics, Zesz. Nauk. Uniw. Jag. 156, Prace Historycznoliterackie 13, Krakéw 1967,
8. 108.

Krzeszowski T., Angielskie czasy perfektywne w procesie nauczania, Zesz.
Nauk. Uniw. L6dz. 48, Filol. Ang., 1967, s. 131—139.

Kurylowicz J., The Germanic Verscharfung, Language, vol. 43, No. 2 (part 1),
1967, s. 445—451.

. Lewandowska B., Struktura zdan-pytajacych w jezyku Malory’ego Zesz. Nauk.,
Uniw. L6dz. 48, Filol. Ang., 1967, 115—124.

Morciniec N., Zur Identifizierung der Phoneme, Acta Uniw. Wratislaviensis 60,
Germanica Wratisl. 11, 1967, s. 161—175.

Nerius D., Sprachform und Sprachverinderung im heutigen Deutsch, Jezyki
Obce w Szk. XI, 1967, s. 212—222.

Nerius D., Stand und Ziele der deutschen Rechtschreibreform, KNf XIV, 1967,
8. 285—299. :

Pisarkowa K., Tango po niemiecku. Na marginesie niektérych przekladéw
Mrozka na jezyk niemiecki, J. P. XLVII, 1967, s. 373—379.

Rumszewicz W., On Contemporary Dramatic and Scientific English, Glotto-
didactica II, 1967, s. 71—83.

Szule A., Abriss der diachronischen deutschen Grammatik, t. 1. Das Lautsystem,
Warszawa 1967, s. 79.

Szwedek A., System fleksyjny czasownika w archaizowanych utworach Cha.tter-
tona, Zesz. Nauk. Uniw. Lédz. 48, Filol. Ang., 1867, s. 125—130.

6. Jezyki baltyckie

Buch T., Mundartlicher Intonationsschwund im Litauischen, Die Welt der Sla-
ven XII, 1967, s. 205—208.



XXVIII 209

Buch T., O intonacjach wspoélczesnej litewszezyzny literackiej, Slavia XXXVI,
1967, s. 59—62.

Kubicka W., Bibliografia jezyka staropruskiego (do 1965 r.), Acta Baltico-Sla-
vica 5, 1967, 8. 257—311.

Kubicka W., Jezyki battyckie. Bibliografia. Cz. I: Jezykoznawstwo baltyckie,
£.6dz, Wyd. Bibliograf. Biblioteki Uniw. 10, s. 120.

Kurylowicz J., K voprosu o vosto¢nobaltijskich diftongach ai, ei, Voprosy
jazykoznanija 1967, zesz. 6, s. 57—61.

Kurytowicz J., Les thémes en -¢ du baltique, BSL LVIII, 1966, s. 13—20.

Nalepa J., Wigry, nazwa najwiekszego jeziora Jacéwiezy, Slavia Occid. XXVI,
1967, s. 109—112.

C. Jezyki nieindoeuropejskie

Banczerowski J., Alternacja konsonantyczna we wschodniolaponskim. Préba
analizy fonetyczno-strukturalnej, Poznai 1967, s. 39. Uniw. im. A. Mickiewicza.

Baneczerowski J., Distinktive Morpheme im Chinesischen, Biul. Fon. VIII, 1967
8. 3—11.

Baiiczerowski J., Einige phonetische Entwicklungstendenzen des finnischen
Konsonantismus, Biul. Fon. VIII, 1967, s. 71—78.

Brzuski W. K., Les verbes amhariques en contexte guéze dans les chroniques
royales éthiopiennes, R. Orient. XXX, 1967, zesz. 2, s, 19—26.

Frajzyngier Z., Note on Awutu Printings, Africana Bulletin 6, 1967, 8. 67—71.

Habraszewski T., Kanuri— Language and people —in the ,Travel-Book®
(Siyahetname) of Evliya Celebi, Africana Bulletin 6, 1967, s. 59—68.

Kowalska M., The Sorces of Al-Qazwini’s Athar al-bilal, F. O. VIII, 1966 (1967),
8. 41—88.

Kiinstler M. J., Les formations adverbiales & quasi-suffixe en chinois archaique
et dans la langue de 1’époque Han, Warszawa 1967, s. 128. Zakl. Orient. PAN, Prace
Orient. 17.

Leopold W., Jezyk i literatura Afryki Wschodniej, Przeglad Socjologiczny XXI,
1967, s. 153—184. b

Lewicki T., Sur le nom de Dieu chez les Berbéres médiévaux, F. O. VIII, 1966
(1967), s. 227—229.

Magka Z., Versuch einer formalen Darstellung der Worttypen mit vollstindiger
Wurzelreduplikation im Hausa, F. O. VIII, 1966 (1967), s. 119—123.

Milewski T., Etudes typologiques sur les langues indigénes de ’Amérique —
Typological Studies on the American Indian Languages, Krakéw 1967, s. 135. PAN
Oddz. w Krakowie, Prace Komisji Orient. 7.

Milewski T., Problem klasyfikacji jezykéw afrykanskich, Biuletyn PTJ XXV,
1967, s. 243—255.

Orlov N., Nazvanija Zivotnych v kabardinskoj onomastike, Onomastica XII,
1967, 8. 286—306.

Plaskowicka-Rymkiewiczowa S., Borzecka M., Koecherowa M., Locu-
tions turques formées avec le mot agdiz. III, F. O. VIII, 1966 (1967), s. 197—226.

Popko M., Obecny stan badan nad jezykiem karyjskim, Przeglad Orient. 1967,
8. 253—258.

Stachowski 8., Der tiirkische Dialekt des XVII Jh. in Albanien, F. O. VIII,
1966 (1967), s. 177—195.

Biuletyn Pol. Tow. Jez. z. XXVIII 14



210 XXVIIT

Stopa R., Konsonantyezny system jezyka Zulu w swietle dialektologii historycz-
nej, Biuletyn PTJ XXV, 1967, s. 155—168. i

Zajaczkowski A., Glava o -Zivotnych v arabskom trude Zamach8ari (8 persid-
skimi i tjurkskimi glossami) po stambulskomu spisku 655 g. ch. (= 1257), R. Orient.
© XXX, zesz. 2, 1967, 8. 27—82.

Zajaczkowski A., K izudeniju srednevakovych pamjatnikov tjurkskoj pis'men-
nosti (XI—XVI vv.), Voprosy jazykoznanija, 1967, zesz. 6, s. 80—89.

Zajaczkowski A., La chronique des steppes Kiptchak du XVII-e sidcle. Edition
critique avec la traduction frangaise du XVIII-e siécle, Warszawa 1967, s. 180. Zakl.
Orient. PAN, Prace Orient. 6.

Zajaczkowski A., Poezje stroficzne A&iq-paSa. Materlaly do studiéw nad wersy-
fikacjg turecka, Warszawa 1967, s. 87. Zakl Orient. PAN, Prace Orient. 18.

Zajaczkowski W., Zwei tiirkische Zuckungsbiicher (seZirname), F. O. VIII,
1966 (1967), s. 89—109.

D. RECENZJE I SPRAWOZDANIA

Arabski J. — E. M. Stack, The Language Laboratory and Modern Language
Teaching, Revised ed., Oxford, Univ. Press, New York 1966. — Glottodidactica II,
1967, s. 133—134.

Barczerowski J. — V. A. Artemov, Psichologija obudenija inostrannym jazy-
kam, Moskva 1966 — Glottodidactica II, 1967, s. 120—129.

Bellert I. — Z zagadnien jezykoznawstwa wspélezesnego. Gramatyka transfor-
macyjna, Teoria informacji, Warszawa 1966 — KNf XIV, 1967, s. 193—195.

Bogacki B. K. — G. Bourquin, Le groupement nominal en anglais écrit. Ltude
des problémes en vue de I’analyse automatique, Publ. linguistiques de la Fac. des Let-
tres et Sciences humaines de Nancy 2, Nancy 1964 — KNf XIV, 1967, s. 85—87.

Borkowski L. — K. Ajdukiewicz, Jezyk i poznanie, t. 2. Wybér pism z lat
1945—1963, Warszawa 1965 — Studia Filozoficzne 1967, zesz. 4, s. 175—179.

Brzezinski J.— Worterbuch der deutschen Aussprache. (Herausgegeben von
dem Kollektiv: E.-M. Krech ...), Leipzig 1964 — Logopedia 7, 1967, s. 156—158,

Cichomski F.— M. Cohen, Le subjonctif en francais contemporain. Tableau
documentaire. 2-e éd., Paris 1965 — KNf XIV, 1967, s. 196—198.

Darski J., Nowe spojrzenie germanistéw radzieckich na deklinacje rzeczownikéw
w jezyku niemieckim, Jezyki Obce w Szk. XI, 1967, s. 300—303.

Dabrowska J. —P. R. Léon, Laboratoire de langues et correction phonétique,
Publ. du Centre de linguistique appliquée de 1’Université de Besangon, Paris, Didier
1962 — Glottodidactica TI, 1967, s. 135—138.

Dubinski A. — Tjurkologi¢eskij sbornik, Moskva 1966 — Przeglad Orient. 1967,
zesz. 4, 8. 361—364.

Eichler E.— Historisches Ortslexikon fiir Brandenburg. Teil I. Prignitz. Be-
arbeitet von L. Enders, Veroffentlichungen des Brandenburgischen Landeshauptar-
chivs 3, Weimar 1962 — Onomastica XII, 1967, s. 307—309.

Fisiak J.— H. E. Palmer, The Principles of Language-Study, Oxford Univ.
Press, London 1964 — Foundations of Language 3, No. 1, 1967, s. 115—1186.

Glogowski K., Z XIII Kongresu Towarzystwa Miedzynarodowego Logopedéw
i Foniatréow w Wiedniu, Logopedia 7, 1967, s. 165—166.

Godzinski 8. — G. D. SanZeev, Sravnitel’'naja grammatika mongol’skich jazy-
kov Moskva 1964 — Linguistics 32, 1967, s. 126—130.



XXVIII ' : 211

Jassem W., Two German Pronouncing Dictionaries, Biuletyn PTJ XXV, 1967,
8. 265—269. ’

Jeszke J.— W. S. Cooper, Set Theory and Syntactic Description, Janua lin-
guarum, Series minor 34, The Hague, Mouton 1964 — Biul. Fon. VIII, 1967, s. 137—139.

Kakietek P., A Selected Bibliography of Articles and Books in the Field of
Applied Linguistics Published in the United States of America and Great Britain
in 1966 — Glottodidactica II, 1967, 8. 173—177.

Katuzynski 8. — B. Ch. Todaeva, Baoaniskij jazyk, Moskva, Akad. nauk SSSR,
Inst. narodov Azii, 1964 — Linguistics 29, 1967, s. 126—128.

Kara§ M.—T. Witkowski, Grundbegriffe der Namenkunde, Deutsche Akad.
der Wissenschaften zu Berlin, Vortriige und Schriften 91, Berlin 1964 — Onomastica XII,
1967, s. 327—329.

Kara§ M., IV Miedzynarodowy Kongres Onomastyezny, Londyn 3—8. VIIL
1966 — Onomastica XII, 1967, s. 430—432.

Kirsch H.— H. Pilch, Phonemtheorie. Teil I, Bibl. phonetica 1, Basel and
New York 1964 — Biul. Fon. VIII, 1967, s. 133—137.

Klimek Z., Amerykanskie Towarzystwo Onomastyczne i jego czasopismo Names,
Journal of the American Name Society, I—IX (1953-—1962) — Onomastica XII, 1967,
8. 401—429.

Knobloch J.— T. Pobozniak, Grammar of the Lovari Dialect, Krakow 1964.
PAN, Oddz. w Krakowie, Prace Komisji Orient. 3 — F. O. VIII, 1966 (1967), 8. 242—243.

Komorowski B., II Ogélnopolski Zjazd Naukowy Towarzystwa Logopedycz-
nego, Kwartalnik Pedagogiczny XII, 1967, zesz. 1, 8. 257—261.

Kubica S.— L. Zabrocki, Jezykoznaweze podstawy metodyki jezykéw obeych,
Warszawa 1966 — Glottodidactica II, 1967, s. 118—120.

Kwiatkowski T. — K. Ajdukiewicz, Jezyk i poznanie, t. 2. Wybhér pism z lat
1945—1963, Warszawa 1965 — Ruch Filozoficzny XXV, zesz. 2, 1966—1967, 8. 111—120.

Tesi6w M. — Pytannja eksperymental’noji fonetyky. Redkolehija: L. A. Blyz-
. nyéenko ta in., Kyjiv 1963 — Logopedia 7, 1967, s. 137—138.

Matecka A., African Studies Symposium in Cracow, Africana Bulletin 6, 1967,
8. 108—113.

Manczak W.— Statistique et analyse linguistique, Colloque de Strasbourg
(20—22 avril 1964), Bibl. des Centres d’Etudes supérieures spécialisés, Fac. des Lettres
et Sciences Humaines de Strasbourg, Centre de Philologie et de Littératures romanes,
Presses Univ. de France, Paris 1966 — Lingua 18, no. 2, 1967, s. 207—212.

Ohnesorg K.— V. Riike-Dravina, Zur Sprachentwicklung bei Kleinkindern.
I. Syntax. Beitrag auf der Grundlage “lettischen Sprachmaterials, Slaviska Inst. vid
Lunds Univ., Slav, och balt. studier 6, Lund 1963 — Logopedia 7, 1967, s. 136—137.

Pisarekowa K., Pisarek W., XXV Zjazd Polskiego Towarzystwa Jezykoznaw-
czego, J. P. XLVII, 1967, s. 76—80. .

Pisarek W., XXVI Zjazd Polskiego Towarzystwa Jezykoznawczego, J. P. XLVII,
1967, s. 308—312.

Pisarek W.— Psycholinguistics. A Survey of Theory and Research Problems.
Ed. by Ch. E. Osgood and Th. A. Sebeok, Indiana Univ. Studies in the Hist. and Theory
of Linguistics, Bloomington 1965 — Zeszyty Prasoznawecze 7, 1967, zesz. 2, s. 94—97.

Pisarek W.— P. 8. Ray, Language Standardization. Studies in Prescriptive
Linguistics, Janua linguarum, Series minor 29, The Hague, Mouton 1963 — Zeszyty
Prasoznawecze 7, 1967, zesz. 2, 8. 119—120.

Pisarkowa K.— A. V. Isadenko, H.-J. Schidlich, Untersuchungen iiber die

14%*



212 XXVIII

deutsche Satzintonation, Berlin, Akad.-Verlag 1964 -— Biuletyn PTJ XXV, 1967,
8. 257—263.

Pobozniak T.— Studies in Language and Litterature in Honor of Margaret
Schlauch, Warszawa 1966 — KNf XIV, 1967, s. 51—54.

Polanski K. Miedzynarodowe Sympozjum Etymologiczne w Moskwie,
J.P. XLVII, 1967, 8. 298—300.

Polanski K.—Z. S. Harris, String Analysis of Sentence Structure, Papers
on Formal Linguistics I, The Hague 1962 — Bijul. Fon. VIII, 1967, s. 139—143.

Popko M., Pieédziesiat lat hetytologii, Przeglad Orient. 1967, s. 66—68.

Stachowski 8. —J. Németh, Die Tiirken von Vidin. Sprache, Folklore, Reli-
gion, Bibl. Orient. Hungarica 10, Budapest 1965 — F. O. VIII, 1967, s. 243—247.

Szkiladz H.— E. Grodzinski, Znaczenie stowa w jezyku naturalnym, War-
szawa 1964 — P. J. 1967, 8. 239—244.

Widtak S. —T. de Mauro, Storia linguistica dell’ Italia unita, Bibl. di cultura
moderna 585, Bari 1963 — KNf XIV, 1967, s. 87—89.

Widlak S.— N. Galli de Paratesi, Semantica dell’eufemismo. IL’eufemismo e la
repressione verbale, Univ. di Torino, Publ. della Fac. de Lettere e Filosofia XV, 1, To-
rino 1964 — KNf XIV, 1967, s. 324—329.

Wierzbowski L. — Ch. Fries, The Structure of English, London 1958 — Gdan-
skie Zesz. Human., Filol. 4, Prace Jezykozn. 3, 1967, s. 107—113.

Wierzchowski J., II Swiatowy Kongres Fonetykéw, Tokio 1965, Biul. Fon.
VIII, 1967, s. 145—146.

Wierzchowski J.— M. Zarebina, Ksztaltowanie sie systemu jezykowego
dziecka, PAN, Oddz. w Krakowie, Prace Komisji Jez. 7, Wroctaw—Warszawa—XKra-
kéw 1965 — Logopedia 7, 1967, s. 128—131.

Zajaczkowski A., X Sesja Stalej Miedzynarodowej Konferencji Altaistycz-
nej PTAC (Manchester 26—30 VI 1967), Nauka Polska XV, 1967, zesz. 6, 8. 94—99.

Zarebina M.— M. Przetacznikowa, Rozwéj struktury i funkeji zdahd u dzieci
w wieku przedszkolnym, Zesz. Nauk. Uniw. Jag. 75, Prace Psychol.-Pedagog. 4, Kra-
kéw 1963 — Logopedia 7, 1967, s. 131—133.

Zich O.— L. Tondl, Problémy sémantiky, Praha 1966 — Studia Filozoficzne 1967,
zesz. 3, 8. 239—244,

E. OSOBISTE

Bak 8., Prof. dr Tadeusz Milewski (17. V. 1906 — 5. III. 1966), Przeglad Hu-
manist. XI, 1967, zesz. 5, s. 89—98.

Bednarczuk L., Tadeusz Milewski (17. V. 1906 — 5. III. 1966), Slavia XXXVI,
1967, 8. 160—161.

Bednarczuk L., Zgon profesora Tadeusza Milewskiego, Acta Archaelogica
Carpathica 8, 1966, zesz. 1—2, s. 387—388.

Brajerski T., Tadeusz Milewski, Logopedia 7, 1967, s. 159—160.

Ciopinski J., Jubileusz sze§édziesieciolecia urodzin A. N. Kononova, Przeglad
Orient. 1967, s. 68—70.

Dubiriski A., Profesor N. A. Baskakov i jego prace turkologiczne, Przeglad
Orient. 1967, 8. 259—262.

Héiusler F., Jan Baudouin de Courtenays Kritik an der Sprachtheorie August
Schleichers, Gdarnskie Zesz. Humanist., Filol. 4, Prace Jezykozn. 3, 1967, s. 5—19.

Kuraszkiewicz W., Profesor dr Tadeusz Milewski, Slavia Occid. XXVI, 1967,
8. 274—275.



XXVIIT 213

Kuraszkiewicz W., Profesor dr Tadeusz Milewski, Lud LI, 1966, cz. 1,
8. 222—225.
Mayenowa M. R., Roman Jakobson, Slavia Orient. XVI, 1967, s. 93—97.
Otrebski J., Jubileusz Jézefa Baldikonisa w Wilnie, Acta Baltico-Slavica 5,
1967, s. 466—469.

Safarewicz J., Tadeusz Milewski 1906—1966, Acta Baltico-Slavica 5, 1967,
8. 470—472.

Skalmowski W., Tadeusz Milewski (17 maja 1906—5 marca 1966), Pam. Li-
ter. LVIII, 1967, zesz. 1—2, 8. 323—325.



BIULETYN POLSKIEGO TOWARZYSTWA JEZYKOZNAWCZEGO, zeszyt XXVIII

STANISLAW URBANCZYK

Dwadziescia pig¢ lat Polskiego Towarzystwa Jezykoznawczego
w Polsce Ludowej

(skrét przeméwienia na otwarciu 28. Zjazdu PTJ)

Rozwéj jezykoznawstwa polskiego byl juz dwa razy rozpatrywany
na naszych zjazdach — w 10. i 20. rocznice odzyskania wolnosci i powsta-
nia Polski Ludowej!. Dwudziesta rocznica byla ré6wniez bodZcem do roz-
wazenia dorobku Polskiego Towarzystwa Jezykoznawczego. Zajal si¢ nim
Tadeusz Milewski i przedstawil w redagowanym przez siebie Biulety-
nie PTJ 2, mimo to sadze, ze w 25. rocznice PRL powinni§my sobie u§wia-
domié przynajmniej fakty najwazniejsze. :

Dzialalno§é Towarzystwa ma granice wytyczone nie tylko przez swéj
statut, ale tez przez istnienie i dzialanie instytucji pokrewnych. Plano-
wanie i opiniowanie badan naukowych, wplyw na rozdzial srodkéw finan-
sowych —to kompetencje Komitetu Jezykoznawstwa i Slowianoznaw-
stwa PAN. Prowadzenie badan-—to dobre prawo i obowigzek katedr
w uniwersytetach i wyzszych szkolach pedagogicznych oraz placowek
naukowych PAN. Popularyzacja wiedzy zajmuje si¢ od dawna Tow.

1 J. Kurylowicz, Jezykoznawstwo ogélne w dziesigeioleciu 1945—1954, Biule-
tyn PTJ XIV, 1955, s. 1—10; J. Safarewicz, Jesykoznawstwo indoeuropejskie w Polsce
w latach 1945—1954, tamze, s. 11—23; T. Lehr-Splawinski, Gléwne kierunki i wyniki
badan mad jezykami slowiariskimi w dziesi¢cioleciu Polski Ludowej, tamze, 8. 24—34;
Z. Klemensiewicz, Dorobek jezykoznawstwa polonistycznego w dziesigcioleciu Polski
Ludowej, tamze, s. 35—172; A. Heinz, Jezykoznawstwo ogélne i indoeuropejskie w 20-leciu
PRL, Biuletyn PTJ XXIV, 1966, s. 17—33; Z. Stieber, Jezykoznawstwo stowiarniskie
w Polsce w dwudziestoleciu Polski Ludowej, tamze, s. 35—40; Z. Klemensiewicz,
Polonistycene jerykoznawstwo ostatniego dwudziestolecia, tamze, s. 41—58; A. Zareba,
Dorobek © Fierunki badawcze w zakresie onomastyki w 20-leciu PRL, tamze, 8. 59—T71.

¢ T. Milewski, Dzialalnoéé nauwkowa Polskiego Towarzystwa Jeeykoznawczego
w 20-leciu PRL, Biuletyn PTJ XXIV, 1966, s. 9—16.



216 XXVIII

Milto$nikéw Jezyka Polskiego, a od kilku lat takze Tow. Kultury Jezyka.
Nasze Towarzystwo nie starato si¢ z tamtymi instytucjami rywalizowaé,
ograniczylo sie (zgodnie z wlasng tradyeja) do stosunkowo skromnej
dziatalno§ci wydawniczej i do organizacji corocznych zjazdéw swoich
cztonkdéw. Zjazdy maja swoisty charakter: naukowe zebrania Komitetu
Jezykoznawstwa skupiaja niewielkie grono swoich czlonkéw i goci z te-
renu Warszawy lub Krakowa (bo tylko w tych miastach odbywaja sie
te zebrania). Tow. Milo§nik6w Jezyka Polskiego ma w swoich szeregach
i na swoich zebraniach nie tylko badaczy, ale przede wszystkim milo§ni-
kéw jezyka ojezystego bez wzgledu na ich wyksztatcenie. Pol. Towarzy-
stwo Jezykoznawecze skupia tych wszystkich, ktérzy w naukowyech pra-
cach w jaki§ sposéb uczestnicza. Jego zjazdy sa wiec okazja do przegladu
naszych sil, okazjg do poruszenia prac ezlonkéw w okreslonym kierunku,
sposobnoscia do osobistego poznania sie i jako uczonych, i jako ludzi.
Jest nas niemato: podezas gdy w r. 1926 bylo 53 czlonkdéw i tyluz w la-
tach pdzniejszych az do r. 1953, kiedy to zlagodzono wymagania kwalifi-
kacyjne wobec kandydatéw na czlonkéw, to obecnie jest nas bez mata 400.

Nasz zjazd jest juz 28. w ogéle, a w Polsce Ludowej — 17! Obrady
naukowe zjazdéw odbywaly sie przewaznie pod jakim§ naczelnym hastem.
Byly nimi np.:

w r. 1949 — zagadnienie ,prajezykow*
1950 — zadania jezykoznawstwa polskiego na lata najblizsze
1954 — ocena dorobku jezykoznawstwa za 10 lat PRL
1956 — historia jezyka i dialektologia
1957 — zagadnienia skladni
1958 — zagadnienia stowotwoérstwa
1959 — gwary a jezyk literacki
1960 — zagadnienia leksykografii
1961 — zagadnienia slowotwoérstwa
1962 — zagadnienia skladni
1964 — dorobek jezykoznawstwa w 20-leciu PRL
1967 — zagadnienia metodologii w badaniach gramatycznych
1968 — gramatyka transformacyjno-generatywna.

Realizacja hasel nie zawsze wypadala najlepiej, co zreszta poka-
zywalo, gdzie leza stabe punkty naszego jezykoznawstwa. Nie cata tez
problematyka zostata na zjazdach poruszona. Mimo wszystko kazdy z nas
" wyniosl ze zjazdow co§ pozytecznego. Jestem przekonany, ze zjazdy sa
szczegOlnie cenne dla mlodych jezykoznawedw, i to giéwnie dla tych, co
dziataja w matych ofrodkach, gdzie o podniety naukowe trudniej niz
w wielkich skupiskach jezykoznawcéw w Warszawie i Krakowie. Maja
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jedyna w swoim rodzaju okazje¢ do bezpoSredniego obcowania ze wszyst-
kimi wybitnymi jezykoznawecami polskimi, wystuchania ich referatéw
i wypowiedzi w dyskusjach.

Za bardzo stuszne nalezy uznaé polozenie nacisku na zagadnienia
teoretyczne, bo zZyjemy w czasach, kiedy w jezykoznawstwie zachodza
ogromne przemiany podstaw teoretycznych. Choé nie kazdy sam pracuje
jako teoretyk, to jednak kazdy powinien byé §wiadom swojej postawy
teoretycznej i powinien dawaé jej wyraz w swoich konkretnych pracach.
Niewatpliwg slabofcia polskiego jezykoznawstwa przedwojennego, sta-
bodcia takze lat powojennych, bylo zbyt stabe zainteresowanie teorig.
Zmiane na lepsze trzeba m. in. przypisaé naszym zjazdom, zwlaszeza zas
inspiracjom pochodzacym od prof. J. Kurylowicza. Oczywiscie nie mozna
zapominaé¢ o wplywie obcych prac, ktére studiujemy.

Biuletyn — to druga linia dzialalnosci PTJ. Przed wojna bylo to
pismo dosé skromne, ograniczylo sie do 7 toméw, liczacych razem 646 stron,
tzn. 40 arkuszy wydawniczych. Po wojnie wydaliSmy 19 toméw, zawiera-
jacych ok. 4500 stron, czyli ok. 285 arkuszy. Przed wojng tom liczyt prze-
cigtnie ok. 6 arkuszy, po wojnie — 15 arkuszy. Jest to wielka réznica.
Urozmaicila si¢ tresé czasopisma, wzrosta naukowa waga artykuléw. Przy-
byl dzial recenzji, recenzji tak w Polsce zaniedbywanych. Od dobrych
paru lat prof. A. Heinz drukuje bibliografie polskich prac z zakresu jezyko-
znawstwa ogoélnego i poréwnawczego. Kto ma do czynienia z wydaw-
nictwami, wie, jak klopotliwe jest wydawanie czasopism, nawet jezeli sie
wydawanie zleci jakiej§ instytucji (w tym wypadku Ossolineum). Nie .
mozna nie zywi¢ wdziecznodei dla kolejnych redaktoréw, prof. Kurylo-
wicza, Milewskiego i Heinza. Prof. Kurylowicza wymienia Milewski jako
autora najwiekszej liczby artykuléw w BPTJ, i to zawsze artykuléw
szczegOlnie wartosciowych. Biuletyn stal sie pismem wysoko notowanym
na miedzynarodowym forum.

Jedna si¢ tylko akeja Towarzystwa nie powiodla — mianowicie praca
w kolach. Pokazalo si¢ to za trudne, wymagaloby etatéw urzedniczych,
a na to nas nie staé. Pewne sukcesy moga odnotowadé kola lubelskie i war-
szawskie.

W sumie Towarzystwo zrobilo duzo. Moge to powiedzieé tym §mielej,
ze méwie o zashugach nie wlasnych lecz swoich poprzednikéw.

Sukcesy Polskiego Towarzystwa Jezykoznawczego sa w czeci owo-
cem trudu naszych kolegéw, ale sa tez zwiazane z nowymi warunkami,
ktére zawdzieczamy Polsce Ludowej. Wiecej szkol, wiecej katedr i pla-
cowek PAN — to wiecej pracownikéw naukowych, z kolei— to wigcej
czlonké6w PTJ. Wigksze naklady panstwa na wydawnictwa — to wigcej
arkuszy na prace naukowe, w czym partycypuje tez jezykoznawstwo.
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‘Wiecej zachety do dziatania zespolonego — to wiecej prac o wielkim roz-
machu. Nawet nasze zjazdy, choé organizowane w skromnych warun-
kach, bez pomocy paristwa nie bylyby mozliwe. OczywiScie, cheieliby§my
Jeszcze wigeej, czujemy, ze staé by nas bylo na wigksze osiagniecia po
zwiekszenin nakladéw na naszg dyscypling naukows. Wierzymy, ze i to
kiedy§ przyjdzie. W kazdym razie mozemy stwierdzié i o§wiadezyé, ze
nowe warunki w ktérych zyjemy od 25 lat, umozliwily jezykoznawstwu
i naszemu Towarzystwu wiele powaznych osiggnied.
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Sprawy administracyjne
WALNE ZGROMADZENIE PTJ W 1969 R.

Dnia 23 kwietnia 1969 r. odbylo si¢ w Krakowie Walne Zgromadzenie Polskiego
Towarzystwa Jezykoznawczego.

Chwila milezenia uczezono pamieé zmartych czlonkéw PTJ: prof. dra Zenona
Klemensiewicza (1 2. IV. 1969 r.) i doc. dra Henryka Misza (1 5. V. 1968 r.).

Sprawozdania zlozyli: sekretarz (M. Kucala), skarbnik (V. Franéié), redaktor
Biuletynu (A. Heinz) i przewodniczacy Komisji Rewizyjnej (J. Kurylowicz).

Po udzieleniu Zarzadowi absolutorium w miejsce ustepujacych statutowo czlon-
kéw Zarzadu: S. Hrabca, M. Kucaty i J. Safarewieza wybrano do Zarzadu J. Kurylo-
wicza, J. Reczka i S. Rosponda. Do Komisji Rewizyjnej w miejsce J. Kurylowicza
powolany zostal na czlonka J. Rusek, a na zastepce czlonka L. Bednarczuk.

Zarzad ukonstytuowal si¢ wybierajac na prezesa S. Urbadeczyka, wiceprezesa
L. Zabrockiego, sekretarza J. Reczka, skarbnika V. Franéicia.

Przyjeto 29 nowych czlonkéw. Ogélna liczba czlonkéw w dniu 25 IV 1969 r.
wynosita 411.

XXVIII ZJAZD NAUKOWY PTJ

W dniach 23 i 24 kwietnia 1969 r. odbyt! sie¢ w Krakowie XXV1II Zjazd Naukowy
PTJ, na ktérym wygloszono nastepujace referaty:

1. 8. Urbanczyk, PTJ w dwudziestopiecioleciu PRL.

2. J. Kurylowicz, Podstawowe kategorie morfologiczne.

Dysk.: K. Sroka.

3. P. Sigalow, Niektére cagadnienia analizy morfemowej i stowotwérezej.

Dysk.: J. Puzynina, S. Hrabec, J. Kurylowicz.

4. J. Puzynina, Jeden tryb czy dwa tryby (o tzw. trybie przypuszczajacym w jezylku
polskim).

Dysk.: H. Olszewska, M. Zarebina, A. Krupianka, K. Sroka.

5. 8. Karolak, O funkecjach ceasownikéw odimiennych.

Dysk.: M. Zargbina, A. Krupianka, K. Sroka, I. Judycka, H. Lewicka, K. Po-
laniski, I. Bellert.

6. B. Bartnicka, Odbicie kategorialnych wartoéci czasownwika w imiestowach przy-
miotnikowych.

Dysk.: M. Zarebina, J. Puzynina, A. Heinz.

7. M. Zargbina, Zaburzenia w kategoriach morfologicenych w afazji.

Dysk.: J. Safarewicz, J. Puzynina, H. Mierzejewska, K. Sroka, J. Kania.

8. Z. Topolitiska, Oharakterystyka Lategorialna frazy.
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Dysk.: K. Polanski, S. Karolak.
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9. A. Weinsberg, Systemy okolicenikéw miejsca a przedrostki przestrzenme.
Dysk.: M. Kucala, A. Krupianka, W. Pomianowska.
10. 8. Siatkowski, Typologia accusatiwu-genetiwu w jezykach slowiariskich.

Dysk.: L. Moszyniski, M. Kucata.

11. R. Stopa, Uwagi ogélne o kategoriach morfologicenych buszmeriszezyzny.
Dysk.: 8. Gniadek, S. Skorupka, S. Siatkowski.
12. I. Judycka, Ozy nomina loci stanowiq kategori¢ slowotwdrczq?

Dysk.: 8. Karolak, W. Pomianowska.

13. M. Lesiow, Stowotwdrstwo nazewnictwa osobowego.

Dysk.: A. Weinsberg.

14. 8. Warchol, Z problematyki stowotwérstwa formacji ekspresywnych w jezylku

staro-cerkiewno-stowianskim.
Dysk.: L. Moszynski.

15. B. Dunaj, Z problematyki slowotwérczej iteratiwéw typu bieraé¢, pisywaé.

Dysk.: M. Kucata.

- Dwa ze zgloszonych referatéw na Zjazd (W. Manczaka i J. Wierzchowskiego)

nie zostaly wygloszone.

Zjazd zostal podsumowany przez 8. Urbanczyka.

CZLONKOWIE TOWARZYSTWA W DNIU 25 KWIETNIA 1969 R.

Adamus Marian, Wroctaw 2, B. Po-
laka 13 m. 6

Arabski Janusz, Poznan, Gruszkowa 10
m. 3

Augustynowicz-Ciecierska Henryka, Kra-
kéw, pl. Sikorskiego 14 m. 1

Awedyk Wieslaw, Poznan, Nad Wierzba-
kiem 33 m. 7

Bagrowska Anna, Warszawa 35, os. Przy-
jazi bl. 15 m. 12

Bajerowa Irena,
skiego 6 m. 27

Bal Jo6zef, Krakéw, os. Ugorek bl. IID
m. 131

Balij Michal, Michalowice k. Warszawy,
Regulska 15, p-ta Opacz

Banczerowski Jerzy, Poznaii, Wojska Pol-
skiego 6 m. 41

Bargiel Maria, X6dz 25,
skiego 12 m. 29

Bartminski Jerzy, Lublin, Rymwida 4
m. 53

Bartnicka Barbara, Warszawa 1, Gor-
skiego 1 m. 61

Bartula Czeslaw,
ska 101 m. 25

Krakéw, Zelechow-

Boya-Zelen-

Krakéw, Czarnowiej-

Basaj Mieczystaw, Warszawa, al. Wa-
szyngtona 41 m. 4

Basara Anna, Warszawa 42, Jana Ol-
brachta 15b m. 14, bl. 151 A

Basara Jan, Warszawa 42, Jana Ol-
brachta 15b m. 14, bl. 151 A

Bak Piotr, £.6d%, Tybury 14 m. 40

Bak Stanistaw, Wroclaw-Oporéw 21, Mi-
kulskiego 16

Bednarczuk Leszek, Krakéw, Retoryka 17
m. 14

Behrendt-Krazynska Zdzistawa, Poznan,
Maleckiego 4 m. 4

Belcarzowa Elzbieta, Krakéw, Helcléw 23
m. 23

Bellert Irena, Warszawa, Wilcza 69 m. 12a

Beldowski Stanistaw, Wroclaw, Stalowa 54
m. 3

Biedrzycki Leszek, Warszawa, Wiejska 9
m. 46

Bizon Franciszek, Opole, Krakowska 34
m. 4

Bogacki Krzysztof, Warszawa 86, Raj-
szewska 51 m. 7

Bogustawski Andrzej, Warszawa 22, Opa-
czewska 25 m. 33
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Borecki Marian, Krakéw, Helciéw 23 m. 24

Borek Henryk, Opole, Chabréw 21 m. 9

Borsukiewicz Lija, Lublin, Franciszka
J6zwiaka 3 m. 4

Bory$ Wiestaw, Krakéw, Friedleina 28¢
m. 28

Brajerski Tadeusz, Lublin, Marii Curie-
Sklodowskiej 4 m. 1

Braun Jan, Warszawa, Leszezynska 10
m. 54

Brzezinski Jerzy, Lublin, Obroficéw Po-

koju 17 m. 33
Bubak Joézef, Krakéw, Kotlarska 294
m. 41

Buch Tamara, Warszawa 42, Lumumby 10
bl. 438 m. 56

Buezyniski Mieczystaw, Lublin, Wajde-
loty 11 m. 17

Budziszewska Wanda, Warszawa-Falenica,
Wolna 2

Buttler Danuta, Warszawa 36, os. Przy-
jazii 149

Bzdega Andrzej, Poznan, Grochowska 87a

Ceglowa Barbara, Poznan, Mickiewicza 1

. m. 4

Chledowska Krystyna, Wroclaw, Kato-
wicka 29 m. 4

Chmielewski Janusz, Warszawa, Marszal-
kowska 87 m. 66

Chmura-Klekotowa Maria, Warszawa, No-
wolipie 12 m. 11

Cienkowski Witold, Warszawa, Al. Jero-
zolimskie 29 m. 20

Ciesielska Teresa, Gdansk-Brzezno, Emilii
Plater 12 m. 19

Cieflikowa Aleksandra, Krakéw, Sena-
torska 25 m. 58
Cimochowski Waclaw, Torun, Kraszew-

skiego 22 m. 26
Cygan Jan, Wroclaw, Al. Piastéow 52

Cyran Wladystaw, %6dz 1, Narutowi-
cza 108 m. 7

Czochralski Jan, Warszawa 44, Zbara-
ska 14 m. 11

Dabrowska Jadwiga, Poznai, Matejki
48/49

Dambska-Prokop TUrszula,
Olsza IT bl. 9 m. 62

Dejna  Karol, 16dZ,
m. 28

Krakéw, os.

Kopcinskiego 31a
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Demartin Adam, Poznain, Pogodna 86a
m. 20

Diugosz-Kurczabowa  Krystyna,
szawa, Staffa 7 m. 27

Dluska Maria, Krakéw, al. Stowackiego 15
m. 4

Dobrzynski Walenty, Opole, Bzéw 47 m. 6

Doroszewski Witold, Warszawa, Sewery-
néw 6 m. 20 ;

Drabinski Stanistaw,
Lubeckiego 27-A

Drewniak Stanistaw, Wroctaw, Stowicza 17
m. 14

Drobny Wiadystaw, Szczecin 6, Krasic-
kiego 1 m. 1

Dukiewiczowa Leokadia,
gowska 99 m. 16

Dunaj Bogustaw, Krak6éw, Kanoniecza 14
m. 22

Dziébaltowska Urszula,
sytet Kat. Jez. Pol.

Falinska Barbara, Warszawa, Grochow-
ska 337 m. 21

Fedorowicz Waclaw, Krakéw, §w. Seba-
stiana 7 m. 25

War-

Poznan-Grunwald,

Poznan, Glo-

£.6d4, Uniwer-

Feleszko Kazimierz, Warszawa-Bielany,
Podleéna 40 m. 1
Fisiak  Jacek, Poznan, Swierczew-

skiego 132F m. 8

Fisiakowa Jadwiga, Poznan, Swierczew-
skiego 132F m. 8

Franéié Vilim, Krakéw 11, Konopnickiej 5

Friedeléwna Teresa, Torun, Rynek Nowo-
miejski 25 m. 3

Furdal Antoni,
skiego 37 m. 9

Gaca Alicja, Poznan, Koronna 5 m. 10

Galas Piotr, Bochnia, Golebia 11

Galster Irena, Warszawa, Leszczyrska 8
m. 16

Glinka Stanistaw, Warszawa 4, Podskar-
binska 7B m. 35

Gniadek Stanistaw, Poznaii, Ratajezaka 27
m. 7

Gogolewski Stanistaw, Zgierz, A. Struga
10

Golab Zbigniew, Krakéw 30, os. Kolo-
rowe 6 m. 14 ;

Golebiowska Teresa, Krakéw, Wroctaw-
ska 26 m. 15

Wrocltaw, Swierczew-
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Gontarczyk Stefan, Jackow-
skiego 11 m. 3

Gosiewska Zofia, Y.6dz, Osiedle XV-lecia,
Kasprzaka 59 m. 10

Gérecka Wanda, Krakéw, Spokojna 29
m. 6

Gérnowicz Hubert, Gdansk-Wrzeszez, Par-
tyzantow 101 m. 28

Goérska Halina, Torun, Mickiewicza 79
m. 12 !

Goérski Konrad, Torui, Bydgoska 14 m. 4

Grabias Stanistaw, Lublin, Nowotki 10

Granicka Irena, Ld6dz, Sempolowskiej 8

Gregorski Adam, Nowa Huta, os. Spor-
towe 24 m. 9

Gruchmanowa Monika, Poznan, pl. Wiel-
kopolski 7/8 m. 6

Grucza Barbara, Poznan, Kluszynska 18
m. 14

Grucza Franciszek, Poznaii, Kluszyiiska 18
m. 14 ;

Gruszezyriska Maria, Krakéw, Golebia 20,
Kat. Jez. Polskiego

Grybosiowa Antonina,
skiego 9 m. 2

Grzegorczykowa Renata, Warszawa 87,
Balonowa 23 m. 2

Handke Kwiryna, Warszawa, Garwoli-
ska 14 m. 63

Hasiuk Michal, Poznaii, Matejki 48/49

Heintsch Janina, Wroclaw 2, Szewska 37,
Ossolineum g

Heintsch Karol, Wroctaw 2, Szewska 37,
Ossolineum

Heinz Adam, Krakéw, Lobzowska 59 m. 6

Holéwka Teresa, Warszawa 45, Mary-
moncka 93/97 m. 43

Hotubowicz Kazimierz, Wroclaw-Zalesie,
Karlowicza 1la

Holyriska-Baranowa Tatiana, Warszawa 4,
Targowa 15 m. 104

Honowska Maria, Krakéw, Karmelicka 14

Hrabec Stefan, £.6dz, Uniwersyvecka 3 m. 2

Iglikowska Teresa, Warszawa, Kirasjeréw 8
m. 5

Ingarden Roman, Krakéw, Biskupia 14

Jakubezak Ireneusz, Poznad, Marchlew-
skiego 124/126, Kat. Filol. Ang.

Jakubowska - Zofia, Warszawa, Marszal-
kowska 20/22 m. 71

Poznan,

Gliwice, Xonar-
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Janus Elzbieta, Warszawa, Ogrodowa 7
m. 21

Jarodzka Helena, Wroclaw, Sudecka 143b

Jassem Wiktor, Poznan, Kniewskiego 15a
m. 3 ;

Jaworski Michal, Warszawa, Cisna 10 m. 10

Jefimow Regina, Gdynia, Abrahama 62
31 ]

Jezowa Maria, Warszawa 22, Opaczew-
ska 16 m. 3

Jodlowski Stanistaw, Krakéw, 18. Stycz-
nia 84 m. 13

Judycka Irmina, Warszawa 33, Bajon-
ska 8 m. 3

Juraszek Maria, Warszawa 1, Browarna 4
m. 21

Jurkowski Eugeniusz, Warszawa 30, Ja-
racza 1 m. 39

Jurkowski Marian, Warszawa, J. Bruna 2
m. 52

Kaczmarek ILeon, Lublin, ZOR Zachéd
bl VAT 1

Kaczmarkowski Michal, Lublin, Slawini-
skiego 8 m. 51

Kakietek Piotr,
Kofcielna 1

Kalicka Krystyna, Krakéw, al. Pokoju 21
m. 24

Kalicki Tadeusz, Krakéw, al. Pokoju 21
m. 24

Kallas Krystyna, Toruii, Mickiewicza 116a
m. 2

Katkowska Anna,
m. 2

Katuza Henryk, Wroctaw, Partyzantéw 92
m. 3 3

Katuza Irena, Krakéw, Dembowskiego 9

Kamienska Elzbieta, 1.6dz, al. Kofeciuszki
106/116 m. 21

Kaminska Halina,
gska 53 m. 18

Kaminska Maria, 1.0dZ, Dabrowskiego 63
m. 2

Kania Jézef, Lublin, Bieruta 13 m. 49

Kara§ Mieczystaw, Krakéw, Kochanow-
skiego 11 m. 15

Karolak Stanistaw, Warszawa 1, Bielai-
ska 5 m. 7

Karpluk Maria, Krakéw, Krowoderska 19
m. 20

Musina pow. Poznai,

Krakéw, Helelow 21

Rzeszéw, Jagiellon-
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Kaufmanowa Teresa, Wroclaw 21, Snie-

gockiego 4

Kaznowska Anna, Warszawa, Bialo-
stocka 6 m. 29

Kaznowski Andrzej, Warszawa, Bialo-

stocka 6 m. 29

Kemptf Zdzistaw, Opole, Matejki 12 m. 13

Kerner-Sokolowska Teresa, Warszawa,
Wiktorska 108 m. 117

Klecha Henryka, Gdansk-Oliwa, Chlop-
ska 37 m. 5

Klimaj Zofia, Lublin, Szopena 28 m. 11

Klimek Zygmunt, Krakéw, Friedleina 28¢
m. 58

Klimkowa Kazimiera,
leina 28¢ m. 58

Kniagininowa Maria, Krakéw, Wygoda 6b
m. 6

Kobyliiska Joézefa, Krakéw, 18. Stycz-
nia 76 m. 7

Kochman Stanistaw,
m. 24

Koj Leon, Lublin, Skierki 1 m. 143

Konderski Stefan, Warszawa, Fran-
cuska 23 m. 5 !

Kondratiuk Michal, Warszawa, Graniczna 4
m. 1225

Konieczna-Twardzikowa Jadwiga,
kéw, al. Pokoju 21 m. 37

Kopeé Jerzy, Opole, Matejki 12 m. 16

Kornaszewski Marek, Poznaii, Marii Mag-
daleny 8 m. 10

Koronczewski Andrzej,
recka 20a m. 6

Kossowska Maria, Lublin, Szopena 27 m. 12

Kotanski Wieslaw, Warszawa 32, Sar-
biewskiego 2 m. 117

Kotulska-Skulimowska Halina, Wieliczka,
Grottgera 1

Kowalska Alina, CzeladZ, Paczyiiskiej 6

Kowalska Anna, Brwinéw k. Warszawy,
Pszezelinska 99

Kowalska Maria, Krakéw 24, Sosnowa 6
m, 2

Kozarzewska Emilia,
warna 6 m. 11

Kozlowska Halina, Poznan, Jesienna 15
m, 12

Kraszewska Krystyna, Warszawa 4, 11. Li-
stopada 14 m. 15

Krakéw, Fried-

Opole, Oleska 45

Kra-

Krakéw, Fila-

Warszawa, Bro-
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Kreja Bogustaw, Starogard Gdanski, Gdan-
ska 11

Krupianka Aleksandra, Torui 9, Rusa 2
m. 5

Krzeszowski Tomasz, Warszawa 12, Y.o-
wicka 14 m. 11

Kubacki Zygmunt, Wroclaw 21, al. Pia-
stow 38

Kubica Stefan, Poznaii, Samuela Engla 30a.
m. 4

Kucala Marian, Krakéw, os. Bronowice
bl. IIT m. 42

Kuczynski Andrzej, Poznan, Marchlew-
skiego 124/126, Kat. Filol. Ang.

Kudzinowski Czestaw, Poznan, Klasztor--
na 4 m. 7

Kupiszewski Wladystaw, Warszawa, A.Ma--
giera 24b m. 9

Kuraszkiewicz Wiadystaw, Poznan, Kanc-
lerska 15

Kurkowska Halina, Warszawa 33, pl. Przy-
mierza 1 m. 10

Kurylowicz Jerzy, Krakéw, Podwale 1
m. 8

Kurz Zofia, Krakéw, Kazimierza Wiel-
kiego 41 m. 21

Kuziorowa Anna, Krakéw, Sarego 20 m. 12

Kiinstler Mieczystaw, Warszawa 1, Gra-
niczna 4 m. 1103

Kwilecka Irena, Poznai, Kramarska 3/5.
m. 5

Lankiewicz Danuta, Warszawa, Stowac-
kiego 15/19 m. 135

Laskowski Roman, Krakéw, os. Ugorek
bl. 2 m. 20

Leeming Monika, Krakéw 2, al. Pokoju 19
m. 7

Leszezynska Irena, Krakéw, Friedleina 28 ¢
m. 12 ‘

Leszezynski Zenon, Krakéw, Friedleina 28c¢-
m. 12

Lewicka Halina, Warszawa 12, Pulaw-
ska 26 m. 14

Lewicki Andrzej, Otwock, Kmicica 3 m. 7

Lindert Bronistawa, Lublin, Langiewicza 1
m. 29

Lubas Wiadystaw,
towe 12 m. 27

Lyra Franciszek, Lublin, Sowinskiego 1L
m. 26

Krakow, os. Spor-
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Lachéwna Kazimiera, Warszawa, Swier-
czewskiego 94 m. 49

FLapicz Czestaw, Torun, Matejki 74 m. 2

FLapinska Janina, Warszawa 22, Wegier-
ska 4 m. 27

FLapiniski Ireneusz, Warszawa, Grzybow-
ska 77, Wyd. MON

YLebek Henryk, Warszawa, Al. Jerozolim-
skie 113 m. 33

Lesiéw Michal, Lublin, Rézy Luksem-
burg 21 m. 9

Xiozinska Maria,
wicka 33 m. 36

Maciejewska Maria, Toruii, Krasiskiego 63
m. 9

Maciejewski Jerzy, Torur, Bydgoska 78
m. 2

Majchrowski Jerzy, X.6dz, Mackiewicza 34
m. 15

Majowa Jadwiga, Warszawa 92, Miedzy-
lesie, Wlodzicka 7

Maleec Maria, Krakéw, os. Ugorek bl. 3
m. 134

Manezak Witold, Krakéw, Xobzowska 9

Marton Waldemar, Zalesie Dolne k. War-
szawy, Graniczna 19

Mayenowa Maria Renata, Warszawa 12,
Sandomierska 21 m. 1

Mazur Jan, Lublin, Okrzei 3 m. 7

Maeczynski Jan, L.6dZ, Osiedlowa 6 m. 47b

Michalakowa Maria, Wroctaw 2, Jagiellon-
czyka 8 m. 6

Michalewski Kazimierz, ¥.6dZ, Uniwersy-
tet, Kat. Jez. Polskiego

Mierzejewska Halina, Warszawa 36, Ste-
pinska 3 m. 21

Miko$ Jacek, Lublin, Glowackiego 2 m. 48

Milejkowska Halina, Warszawa 35, os.
Przyjaiti d m. 114

Minikowska Teresa,
m. 5

Mirowicz Anatol, Warszawa 41, Orla 4
m. 16

Morawska Ludmila, Poznan, Nowy Swiat
15 m. 20

Morciniec Norbert, Wroctaw, Kotlarska 14
m. 3 3

Morori Bogustaw, Gdansk, Elblaska 67D
m. 1

Warszawa 25, Racla-

Toruri, Matejki 31
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Morozowa Wanda, Szlachtow-
skiego 31 m. 2
Moszyiiska Danuta,
skiego 20 m. 14
Moszynski Leszek,
skiego 20 m. 14
Muszynski Lucjan, ¥.6dZz, Uniwersytet,
Kat. Jez. Polskiego -

Nagnajewicz Marian, Lublin, Kowalska 5
m. 10

Nagucka Ruta, Krakéw, Grodzka 60 m. 21

Namyslowska Wanda, Krakéw, Straszew-
skiego 27 II p.

Nieckula Franciszek, Wroclaw 2, Swier-
czewskiego 54 m. 11

Niezabitowska Anna, Krakéw, Garncar-
ska 5 m. 4

Nizio Krystyna, Poznad, Rézana 4 m. 6

Nowak Henryk, Poznan, Gorezyczew-
skiego 6 m. 2

Nowakowska Nina, Poznan, Marchlew-
skiego 124/126, Kat. Filol. Ang.

Nowakowski Mirostaw, Poznan, Marchlew-
skiego 124/126, Kat. Filol. Ang.

Oberlan Edmund, Torun, Mickiewicza 6
m. 10

Obrebska-Jabloriska  Antonina,
szawa 12, Rakowiecka 22a m. 5

Olszewska Halina, Warszawa, al. 3. Maja &
m. 50a

Orto§ Teresa, Krakéw, Bracka 1 m. 4

Orzechowska-Zielicz Hanna, Warszawa 47,
Nowotki 35 m. 87

Ossowski Leszek, Wroctaw 21, al. Pia-
stow 36 :

Ostrowska Ewa, Krakéw, Bohateréw Sta-
lingradu 22

Oszywa Krystyna, Krakéw, pl. Kossaka 2
m. 10

Otrebski Jan, Poznan 34, Rogaliriskiego 8
m. 2

Pabisowa Iryda, Warszawa 1, Polna 54
m 1.

Paderewska Maria, Warszawa-Zabki, So-
bieskiego 30 m. 1

Pankowski Czeslaw, Warszawa 32, MSci-
stawska 8 m. 4

Papierkowski Stanistaw, Lublin, Lipowa 22
m. 4

Krakéw,
Torun, Xraszew-

Toruni, Kraszew-

War-
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Pagont Anna, Warszawa, Dickensa 18 m. 17

Pawlowski Eungeniusz, Nowy Sacz, Diu-
gosza 59

Peplowski Franeciszek,
skiego 63 m. 8

Perczynska Nina, Warszawa 1, Natolin-
ska 3 ‘m. 93

Perzowa Henryka, Warszawa, Platyno-
wa 8 m. 80

Pfeiffer Waldemar,
skiego 18D m. 2

Pianka Wlodzimierz, Wolomin, os.
neczna 16 m. 19

Pieczara Stefan, Poznan, Matejki 48/49,
Kat. Filol. Rom. !

Piernikarski Cezar, Sulejéowek k. War-
szawy, 15. Grudnia 80a

Pilich Jan, Ciechanéw, Zeromskiego 8

Pilorz Alfons, Lublin, Skierki 1 m. 38

Pisarek Walery, Nowa Huta, os.
neczne bl. 2 m. 24

Pisarkowa Krystyna, Nowa Huta, os. Slo-
neczne bl. 2 m. 24

Pluta Feliks, Opole, pl. Matejki 12 m. 10

Pobozniak Tadeusz, Krakéw, Dazierzyn-
skiego 147

Podracki Jerzy,
towa 24a m. 7

Polanski Kazimierz, Poznan 36, os. Pia-
stowskie 114 m. 30

Pomianowska Wanda, Warszawa, Gimna-
styezna 70

Przybycienn Aniela, Ruda Slaska 11, Biel-
szowice, Kokota 133

Puk-Bugalska Halina,
Walecznych 11 m. 18

Puzynina Jadwiga, Warszawa, Wilcza 35
m. 15

Radewa Sabina, Sofia, Rakovski 189

Radlowski Marian, Krakéw, 18. Styez-
nia 32 m. 5

Ranoszek Rudolf, Warszawa-Wierzbno,
Modzelewskiego 69 m. 10

Reczek Jozef, Krakéw, Straszewskiego 27
I p. .

Reczkowa Barbara, Wieliczka, Puszkina 14

Reichan Jerzy, Krakéw, Syrokomli 11 m. 7

Reichanowa Stanistawa, Krakéw, Syro-
komli 11 m. 7

Toruni, Krasin-

Poznaii, XKniew-

Sto-

Warszawa 12, Kwia-

Biuletyn Pol. Tow. Jez. z. XXVIII

Sto-

Gdansk-Brzezno, -
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Reszkiewicz Alfred, Warszawa 10, Al. Je-
rozolimskie 42 m. 93

Rieger Janusz, Warszawa, Danilowiczow-
ska 11 m. 25

Rospond Stanistaw, Wroctaw 21, Mikul-
skiego 8

Rott-Zebrowski Teotyn, Lublin, Sowirn-
gkiego 6 m. 20

Rudnicki Mikolaj,
m. 4

Rusek Jerzy, Krakéw, os. Ugorek bl. 1a
m. 24 v

Rybicka Halina,
gjeréw 8 m. 44

Rykiel Maria, Warszawa, Jaracza 1 m. 17

Rymut Kazimierz, Krakow, Friedleina 28¢
m. 856

Rzepka Wojeiech, Poznan, Ostroroga 33
m. 1

Rzetelska-Feleszko Ewa, Warszawa, Pod-
leéna 40 m. 1 i

Safarewicz Jan, Krakow, iokietka 1 m. 1

Safarewiczowa Halina, Krakéw, Lokietka 1
miF i

Saloni Zygmunt, Warszawa, Zlota 61 m. 75

Sambor Jadwiga, Warszawa 35, os. Je-
lonki bl. 9 m. 8

Saski Stefan, Poznan, Matejki 37 m. 29

Satkiewicz Alojza-Halina, Warszawa, Bie-
lariska 4 m. 27

Schabowska Maria, Krakéw, os. Olsza IIb
14 m. 6

Schlauch Margaret,
zowa 10 m. 12

Schneider Leszek, Krakéw, Czarnowiej-
gka 101 m. 34

Siatkowska Ewa, Milanéwek, Zabie Oczko 1
m. 3

Siatkowski Janusz,
Oczko 1 m. 3

Siatkowski Stanislaw, Warszawa 35, os.’
Przyjazi bl. 33 m. 11

Siciniski Bogdan, Wroclaw, Liskego 8 m. 5

Sieczkowski Andrzej, Warszawa 12, Wik-
torgka 88 m. 30

Siekierska Krystyna, Warszawa 44, Kor-
deckiego 62 m. 71

Sinielnikoff Roxana, Warszawa 26, Sza-
ser6w 122 m. 2

Poznan, Libelta 24

Warszawa 44, Kira-

‘Warszawa, Brzo-

Milanéwek, Zabie

15
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Sindut Andrzej, Krakéw, Stradom 2

Skalmowski Wojciech, Krakéw, os. Bro-
nowice bl. IV m. 35

Skorupka  Stanistaw,
3. Maja 5 m. 22

Skubalanka Teresa, Lublin, Sowinskiego 6
m. 7

Skulina Tadeusz, Poznan, Matejki 48/49,
Katedra Jez. Polskiego

Stawski Franciszek, Krakéw, Kochanow-
skiego 11 m. 13

Stuszkiewicz Eugeniusz, Torwi, Konop-
nickiej 20 m. 5

Smoczynski Pawel, Lublin, Przodownikéw
Pracy 4 m. 22

Smolka Teresa, Warszawa, Grochowska 52
m. 79

Smutkowa Elzbieta, Warszawa 1, Aniele-
wicza 25 m. 44

Smyl Jézef, Warszawa-Staréwka, Schil-
lera 4 m. 33

Sobierajski Zenon, Poznan 13, Szydlow-
ska 39 m. 11

Sochacka Stanistawa, Wroclaw, Grodzka
12, Katedra Jez. Polskiego

Sokotowska Teresa, Warszawa 22, Asny-
ka 4 m. 6

Sroka Kazimierz, Poznaii, Marchlewskiego
124

Stachowski Stanistaw,
ska 29h m. 35

Stamirowska Zofia, Pruszkéw, al.
podiegiodei 6 m. 9

. Stanek Teresa, Krakéw, Floriariska 36
m. 7

Stetfen-Batogowa Maria, Poznan 5, Gwar-
dii Ludowej 58 m. 7

Stieber Zdzistaw, Warszawa 12, Rako-
wiecka 22A m. 37

Stoffel-Ozé6g Ewa, Wroclaw, Pasteura 16
m. 9

Stojanowska Tekla, Opole, Luboszycka 3,
Inst. Slaski

Stopa Roman, Krakéw, Mogilska. 52 m. 36

Streleyn Stefan, Warszawa, Krak. Przed-
miedcie 23

Strokowska Anna,
1., 7

Strutynski Janusz, Krakoéw,
kiego 29 m. 4

Warszawa, al.

Krakéw, Kotlar-

Nie-

Lo6dz, Gdanska 98

Siemiradz-
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Styczek Irena, Warszawa 12, Kwia-
towa 24a m. 10

Sulowska Maria, Warszawa 1, Marszal-
kowska 11la m. 708 ‘

Szczepiriska Bozena, Gdansk, Weglar-
ska 6/7 m. 12

Szewezykoéwna Janina, Warszawa 30, Ja-
racza 1 m. 33 :

Szkiladz Celina, Warszawa, Nowy Swiat

23/25 m. 56
Szkiladz Hipolit, Warszawa, Nowy Swiat
23/25 m. 56
Szlesinski Iwo, FY.6dZ, Narutowicza 79
m. 39

Szlifersztejnowa Salomea, Warszawa 1,
Nowowiejska 28 m. 94

Szmanda Edward, Bydgoszez 2, Chrobrego
17 m. 4

Szule Aleksander, Krakéw, Czarnowiej-
ska 101 m. 16

Szupryezynska Maria,
skiego 61 m. 7

Szwedek Aleksander, L6dz, al. Kofeiuszki
99 m. 6 :

Szwejkowska Helena, Wroclaw, Klary
Zetkin 66 m. 6

Szymaniski Tadeusz, Krakéw 16, Wroclaw-
ska 68 m. 67

Szymezak Mieczystaw, Warszawa, Waryni-
skiego 6 m. 52

Sciebora Alina, Ursus k. Warszawy, Bo-
hateré6w Warszawy 23 m. 26

Smiech ‘Witold, %.6d4, Narutowicza 75b
m. 4

Swieczkowski Walerian, Lublin, Wysoc-
kiego 8

Tabakowska Irena,
3. Maja 4

Taborska Hanna, Warszawa, Iwicka 47a
m. 37

Taszycki Witold,
20

Toby-Tereszyriska Krystyna, Poznan 13,
Koronna 7 m. 1

Tokarski Jan, Warszawa 35, os. Przy-
jazin 180

Tokarz Emil, Toruni, Fosa Staromiejska 3
p. 22

Topoliniska Zuzanna, Warszawa 86, Sto-
teezna 17¢ m. 72

Toruni, Xrasin-

Dabrowa Goérnicza,

Krakéw, Retoryka
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Tornikidis Teresa, Wroclaw, Grodzka 12,
Katedra Jez. Polskiego

Truszkowski Witold, Krakéw, Wyspian-
skiego 15

Trzaska Eugeniusz, Krakéw 14, Rekawka 3
m. 2

Trzeéniowska Lidia, Krakéw, Botaniczna 8
m. 11

Turska Halina, Torun,
m. 3

Twardzik Waclaw, Krakow, al. Pokoju 21
m. 37

Urbanezyk Stanistaw,
wicka 10B

Wagner Zdzistaw, Krakéw, Szlak la m. 5

Walczak Bohdan, Poznan-Lubon, Zabi-
kowska 62 m. 23

Walezak Grzegorz, Warszawa, Kinowa 24
m. 10

Wandas Adam, Krakéw, Glowackiego 10
m. 2

Warchol Stefan, Lublin, Sowinskiego 11
m. 2

Waszkis Halina, Wroclaw, Krawiecka 14
m. 8

Wator Ignacy, Rzeszéw, WSP

Weinsberg-Wayda Adam, Warszawa 4,
al. Swierczewskiego 53 m. 48

Weiss-Brzezinowa Maria, Krakow, Hele-
16w 23 m. 11, internat

Wesolowska Danuta, Krakéw, Golebia 20
IIT p.

Wegier Janina,
m. 1

Widlak Stanistaw, Krakow, al. Krasin-
skiego 32 m. 4

Wieczorek Halina, ¥.6dz, Lumumby 3/5,
III DS

Wieczorkiewicz Bronislawa, Warszawa 90,
Margerytki 15 -

Wierzbicka Anna, Warszawa, Elektoralna 2
m. 52

Wierzbowski Ludwik,
niki 64/B m. 10

Wierzchowska Bozena, Warszawa 12, Ra-
kowiecka 22A m. 12

Wierzchowski Jézef, Warszawa 12, Ra-
kowiecka 22A m. 12

Wikarjak Jan, Poznan, Szydlowska 37
m. 4

Krakéw, Rako-

Szczecin, Kujawska 8

Gdansk-Fagiew-

Grudzigdzka 37
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Wilczewska Krystyna, Krasin-
skiego 63 m. 7

Wilkori Aleksander, Krakéw, §w. Seba-
stiana 18 m. 5

Witkowski Wiestaw, Krakow, Orzeszko-
wej 6 m. 7

Wojnar Janina, Wroclaw, Karlowicza 11a

Wojtasiewicz Olgierd, Warszawa, Hoza 5/7
m, 31

Wopiriski Henryk, Dazierzoniéw D-SL.,
Swidnicka 14 m. 6 :

Woroneczak Jerzy, Wroctaw 12, Abramow-
skiego 60

‘Woronczakowa Lucyna, Wroclaw 12, Abra-
mowskiego 60

Wéjtowicz Janina, Warszawa 36, Gérska 7
m. 27

‘Wrébel Henryk, Katowice, Ordona 12a
m. 41

Wysocka Felicja, Krakéw, al. Daszyn-
skiego 16 m. 36

Zabroeki Ludwik, Poznan, Kanelerska 11

Zagérski Zygmunt, Poznan, Jesienna 19
m. 5

Zaleska Teresa, Krakéw, Bitwy pod Le-
nino 5 m. 110

Zaleski Jan, Krakéw, Bitwy pod Lenino 5
m. 110

Zamogeinska-Kucalowa Joanna, Krakéw,
os. Bronowice bl. III m. 42

Zareba Alfred, Krakéw, Armii Ludowej 6
m. 26

Zarebina Maria, Krakow, Armii Ludowej 6
m. 26

Zawadowski Leon, Wroclaw-Oporéw, Nal-
kowskiej 20

Zawadzka Irena, Poznan, Nad Wierzba-
kiem 24 m. 9 !

Zawadzki Zdzislaw, Torun, Krasinskiego 61
m. 5

Zabkowska Jadwiga, Warszawa 1, Swier-
czewskiego 71 m. 40

Zdancewicz Tadeusz,
kiego 31/33 m. 7

Torun,

Poznan, Slowac-

Zdancewiczowa Leokadia, Poznan, Slo-
wackiego 31/33 m. 7

Zdrojewska Bronistawa, Poznan, Szpi-
talna 2 m. 3

Zdutiska Helena, Warszawa, J. Bruna 16
m. 23

16*
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Zieniukowa Jadwiga, Warszawa 86, An-
toniny Sokolicz 3a m. 57

Zierhoffer Karol, Poznan, Hetmanska 43
m. 9

Zierhofferowa Zofia,
ska 43 m. 9

Ziebina Jadwiga,
waldzki 21 m. 17

Zinkiewicz-Tomankowa Bozena, Krakéw,
Smolki 8

Poznan, Hetmaii-

Wroctaw, pl. Grun-

XXVIIT

Zmarzer Wanda, Warszawa, os. Przyjazn
bl. 10 m. 3

Zwolinigki Przemyslaw, Warszawa 1, Ko-
pernika 8/18 m. 32

Zych Edward, Jelenia Gora 1, skrytka
poczt. 58

Zabska Bogustawa, Wroctaw,
wicza 88 m. 2

Zelazko Kazimierz, Warszawa 25, F. Jo-
liot-Curie 9 m. 34

Sienkie-
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OD REDAKCJI

Z uwagi na to, ze ilo§é i objeto§é artykuléw proponowanych do
publikacji w Biuletynie PTJ czesto przekracza dopuszezalng objetosé
tomu (ca 15 ark. druku), Komitet Redakcyjny zmuszony jest uprzejmie
prosié P.'T. Autoréw o przestrzeganie nastepujacych zasad:

1) Objeto$é artykulu nie powinna przekraczaé¢ 1. arkusza druku
(= ok. 20 stron maszynopisu).

2) Tre§é artykulu winna dotyczyé zagadnienia z zakresu jezyko-
znawstwa ogélnego. _

3) Pierwszenistwo majg referaty wygloszone na Zjezdzie PTJ.

4) Artykuly pisane w jezyku polskim muszg mieé krétkie (ca 0,5 str.)
streszczenie w jezyku angielskim lub francuskim.

Artykuly nie odpowiadajace wymienionym w punktach 1—3 warun-
kom beda zamieszezane tylko w miare miejsca.

Komitet Redakeyjny

Krakéow, 30. 9. 1969 r.



Cena zt 40.—

Société Polonaise de Linguistique

L’organe de la Société est le Bulletin. Il parait en fascicules libres.

‘Les articles peuvent étre rédigés en polonais, anglais, francais, russe

ou allemand et doivent étre dactylographiés.

Comité de Redaction:

Rédacteur: Adam Heinz, professeur & I'Université de Cracovie

* Membres:

Witold Doroszewski, professenr de la langue polonaise & PUniversité
de Varsovie, Jerzy Kurylowiez, professeuer de la THinguistique générale
& 1'Université de Cracovie, Witold Taszycki, professenr de la langue
polonaise a 'Université de Cracovie.

Priére d’adresser tout ce qui coneerne la Rédaction (articles, comphes
rendus, livres, revues ete.): Cracovie, rue "Krupnicza 35.

Les membres de la Société regoivent ie Bulletin contre versement
d’une cotisation annuelle. Les personues et les établissemernts ne filsont
pas partie de la Société peuvent se procurer lo Bulletin en sadiessant
a la Rédaction.

Wychodzi od r. 1927 (do 1938 I—VII), cd. od 1948r.,



